Seeking Micro-influencers for Brand Promotion

Tian Gan∗
Shandong University
gantian@sdu.edu.cn

Shaokun Wang
Shandong University
wangskkk@163.com

Meng Liu
Shandong University
mengliu.sdu@gmail.com

Xuemeng Song
Shandong University
sxmustc@gmail.com

Yiyang Yao
Northwestern Polytechnical University
yao_yiyang@zj.sgcc.com.cn

Liqiang Nie
Shandong University
nieliqiang@gmail.com

ABSTRACT
What made you want to wear the clothes you are wearing? Where is the place you want to visit for your next-coming holiday? Why do you like the music you frequently listen to? If you are like most people, you probably made these decisions as a result of watching influencers on social media. Furthermore, influencer marketing is an opportunity for brands to take advantage of social media using a well-defined and well-designed social media marketing strategy. However, choosing the right influencers is not an easy task. With more people gaining an increasing number of followers in social media, finding the right influencer for an E-commerce company becomes paramount. In fact, most marketers cite it as a top challenge for their brands. To address the aforementioned issues, we proposed a data-driven micro-influencer ranking scheme to solve the essential question of finding out the right micro-influencer. Specifically, we represented brands and influencers by fusing their historical posts’ visual and textual information. A novel $K$-buckets sampling strategy with a modified listwise learning to rank model were proposed to learn a brand-micro-influencer scoring function. In addition, we developed a new Instagram brand micro-influencer dataset, consisting of 360 brands and 3,748 micro-influencers, which can benefit future researchers in this area. The extensive evaluations demonstrate the advantage of our proposed method compared with the state-of-the-art methods.
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Figure 1: Example of a micro-influencer’s advertising posts.

1 INTRODUCTION
Social media has only become the mainstream for roughly over a decade, however, it has fundamentally impacted the way people conduct business. The ubiquity of social media allows businesses to easily access massive online social networks and interact with users on these networks [10, 24, 38]. According to a survey that, 83% of American adults use social media, with 48% interacting with brands and businesses on at least one social media site [4, 7, 28]. Obviously, this is a great opportunity for brands to market their products effectively in a short period of time.

However, the growing amount of useless content, such as unrelated or unreal advertisements, makes social media users more and more reluctant towards perceiving online advertisement. To mitigate such customer skepticism, marketers often leverage personalized content delivery channels, where influencer marketing clearly dominates over other marketing strategies. At the same time, consumers are more likely to trust brands that advertise via influencer channels rather than those who has adopted conventional marketing strategies [8]. Therefore, influencer marketing becomes a must and an essential element in advertising.

Prominent social media influencers are often celebrities including actors, writers, politicians, or athletes. In addition to celebrity influencers, there are a growing number of “non-celebrity” influencers on social media platforms [5], namely the micro-influencers. They are often referred to as social bloggers with expertise in a particular product category and enjoying a considerable amount of followers on social media. However, most marketers tend to select the micro-influencers...
to be any YouTuber, Instagrammer, Snap chatter, or blogger with a relatively small (less than 100,000) follower-base [4, 28]. Since these micro-influencers are considered to be more cost effective, generate higher social media engagement, and have certain knowledge in the product domain and hence are more trustworthy compared to celebrity influencers [6, 17, 24]. For the reasons above, micro-influencers are treated as the best fit for the influencer marketing, and Figure 1 shows an example of a micro-influencer posting an advertisement about a brand.

In recent years, micro-influencer marketing has become an important element of social media marketing [1, 9, 11, 26]. However, relevant micro-influencers are difficult to find. With more and more people creating and expanding followers in social media, finding the right influencer for an E-Commerce company becomes paramount. That is why 75% of the brands feel that identifying the right micro influencer is the biggest challenge [35]. Also, the lack of open data for social influencer marketing analysis is also a barrier for research in this area.

To resolve the issues mentioned above, we proposed a multimodal micro-influencer ranking method, which leverages open data in social media to learn the relevance between brands and micro-influencers. In particular, we designed a social account history pooling mechanism that used posts’ visual and textual content to approximate the semantic representations of a social account. A modified listwise learning to rank model was learnt to predict ranking scores for the given brands and micro-influencers. Afterward, we utilized the learnt scoring function to recommend micro-influencers for brand promotion. The extensive evaluation demonstrated the advantage of our proposed method compared with the state-of-the-art methods.

In summary, the contributions of our work are as follows:

- We design a novel social account history pooling method, which can leverage social media open data to represent brands and micro-influencers.
- We propose a modified listwise learning to rank model, which successfully predict ranking scores for the given brand and micro-influencers. Extensive experiments validate the effectiveness of our proposed model.
- We collected and organized a brand-micro-influencer dataset\(^1\), which can greatly benefit the future researchers in this area.

2 RELATED WORK

2.1 Influencer Marketing

With the rapid growth of the Internet, millions of users publish more and more personal information on social networks, which makes social media marketing industry flourishing [39]. Moreover, it is constantly soliciting a lot of researches across different disciplines. Especially, works focused on content personalization and deliverance were proposed. Gelli et al. [12] proposed a framework that used visual sentiment features together with novel context features to predict a popularity score of social images. Following that, they further proposed a tailored content-based learning-to-rank system to discover content for a target brand in [13]; Mazloom et al. [25] utilized engagement parameters for predicting brand-related user post popularity.

However, great amount of irrelevant content has destroyed social media users’ trust in sponsored search results and online advertisement [15]. To address the distrust issues mentioned above, marketers often seek help from social media influencers, and this marketing method is termed as influencer marketing. Influencer marketing is the “art and science of engaging people who are influential online to share brand messages with their audiences in the form of sponsored content” [14, 18, 34]. In general, influencer marketing derives its value from three sources: social reaches, original content, and consumer trust [29]. Unlike the traditional way of looking only at companies, consumers tend to look at fellow consumers to inform their purchasing decisions. Therefore, influencer marketing is to identify the individuals who have influence over potential customers, and orient marketing activities around these influencers [33].

The top challenge of Influencer marketing is how to find out right influencers for diverse brands. To help marketers find the most right social media micro-influencers at a large scale. Li et al. [21] and Segev et al. [31] proposed a method for measuring influence for influencers respectively, but both of their work rank influencers without considering brands. Aleksandrov et al. [8] presented an AI-driven social multimedia influencer discovery marketplace, called SoMin. However, this work only proposed a technical demonstration rather than concrete methods.

2.2 Learning to Rank

Ranking is an essential problem for information retrieval, and has also received extensive attention from the academic research community [20, 22]. Among the common ranking algorithms, learning to rank is a class of techniques that apply supervised machine learning to solve ranking problems.

Learning to rank algorithms can be categorized into three groups by different input spaces, output spaces, hypotheses and loss functions: the pointwise, pairwise, and listwise approach [22]. Taking document retrieval as an example, the ranking task is performed to sort the documents based on its relevance score with respect to a given query. Pointwise methods take the feature vector of a document as the input and predict the relevance degree of the document. Pairwise methods take a pair of documents as the input and output the relative order between them [22].

But both in pointwise methods and pairwise methods, the group structure of ranking is ignored [20]. Listwise methods operate on a group of documents, and predict their relevance degrees or their permutation [36]. For instance, ListNet [2] is one of the first listwise models which uses a loss function defined as cross entropy between parameterized probability distributions of the ground truth and the predicted result. Unfortunately, listwise methods suffer from high computation complexity in model training. To address the problem above, Cao et al. [2] used a Top-One approach, which clusters the permutations by top one object. However, ignoring the rank information of partial sequences might lead to ineffective learning. Therefore, Luo et al. [23] proposed a stochastic ListNet approach, which samples a small set of object lists, and train the Top-k model based on this small set instead of the full set of permutation classes. But breaking a full object list into partial sequence samples will get a large amount of short object list, which is also a challenge to computation cost.

\(^1\)https://github.com/gantian/ACMMM-2019-influencer
3 PROPOSED METHOD

Representing brands and micro-influencers is the foundation for recommending micro-influencers to brands. However, there is no standard way to conduct the representation. Therefore, we first proposed a novel multimodal social account embedding method, which exploits social network historical posts to represent brands and micro-influencers. After obtaining the multimodal social account representation, we proposed a modified listwise learning-to-rank model, and then used this model to predict ranking scores for the given brands and micro-influencers. Afterward, we utilized the learnt scoring function to recommend micro-influencers for brand promotion. We illustrate the proposed framework in Figure 2.

3.1 Notations and Problem Formulations

We indicate \( B = \{b_1, b_2, ..., b_B\} \), and \( M = \{m_1, m_2, ..., m_M\} \) as the set of brand and micro-influencer list, respectively. Both of them are social media accounts, consisting of posts with visual and textual information. We further define a micro-influencer \( m \) as a positive example for brand \( b \), if \( m \) has posted an advertisement for \( b \). Based on this definition, for every brand \( b \), we use \( \text{MicroInf}_b^+ \), and \( \text{MicroInf}_b^- \) to respectively denote its positive and negative examples, and \( \text{MicroInf}_b^+ \cup \text{MicroInf}_b^- = M \).

The goal of our problem is to learn a ranking score function \( f(b, m) \) such that for every \( b, m \),

\[
f(b_x, m_i) > f(b_x, m_j),
\]

where \( m_i \in \text{MicroInf}_b^+ \) and \( m_j \in \text{MicroInf}_b^- \).

3.2 Multi-modal Social Account Representation

3.2.1 Social Account History Pooling. For each social account (brand and micro-influencer), we analyze its recent \( N_{\text{hist}} \) posts (consisting of both images and texts). We utilized pre-trained CNN [32] to extract visual features (with the dimension of \( d_v \)), and Word2Vec [27] to extract textual features (with the dimension of \( d_v \)). We denoted the extracted visual and textual features of a social account as \( x^v \in \mathbb{R}^{N_{\text{hist}} \times d_v} \) and \( x^t \in \mathbb{R}^{N_{\text{hist}} \times d_v} \), respectively.

We applied pooling on extracted deep features for a compact representation. Average pooling is a commonly used sub-sampling method. However, it degrades the performance by losing crucial information in strong activation values [37]. Therefore, we proposed a weighted history pooling method, which subsamples the social account’s historical information based on its statistics. Specifically, a weighted pooling \( f_{\text{weighted}} \) is defined by multiplying a weight based on the standard deviation and the mean of the feature value on an average pooling function \( f_{\text{ave}} \):

\[
\text{ave}(x) = \frac{1}{N_{\text{hist}}} \sum_{i=1}^{N_{\text{hist}}} x_i, \quad (2)
\]

\[
f_{\text{weighted}}(x) = w \odot f_{\text{ave}}(x), \quad (3)
\]

where \( \odot \) is the element-wise multiplication, and each weight \( w_j \) in \( w \) is defined as

\[
w_j = \exp(-\gamma \frac{s(x_{j})}{\mu(x_{j})}), \quad (4)
\]

where \( \gamma \) is a scaling factor, \( s(\cdot) \) is the standard deviation, and \( \mu(\cdot) \) is the mean.

We further regarded image and text as two different views to characterize an account. Therefore, instead of conducting post-level analysis, we separated visual and textual features and create their corresponding representations \( e^v \) and \( e^t \):

\[
e^v = f_{\text{pooling}}(x^v), \quad (5)
\]

\[
e^t = f_{\text{pooling}}(x^t), \quad (6)
\]

where \( e^v \in \mathbb{R}^{d_v} \), \( e^t \in \mathbb{R}^{d_v} \), and pooling \( \in \{\text{ave}, \text{weighted}\} \).

Figure 3 illustrates the social account history pooling process.
3.2.2 Multimodal Social Account Embedding. Though we compress multiple historical data into one representation (i.e., $e^w$ and $e'$), a simple concatenation of these two representations tends to be high-dimensional and with imbalanced dimension ($d_i \gg d_i$). To tackle this issue, we adopted a low-rank bilinear pooling method [19] to fuse visual and textual information. It has been successfully applied in various visual tasks like object recognition and segmentation. Specifically, we applied a linear transformation followed by a non-linear activation on each feature to reduce the difference between the size of two feature dimensions. We further projected the joint representations into a given-size output vector. At last, an inner product was applied to capture the multi-modal interaction information.

Formally, the final social account representation $e^s$ is defined as:

$$e^s = \langle \phi(e^w W_1 + b_1) W_2^s, \phi(e' W_1 + b'_1) W_2^s \rangle,$$

where $\langle \cdot, \cdot \rangle$ is the inner product, $\phi$ denotes a non-linear activation function, $W_1^s \in \mathbb{R}^{h \times d_{hi}}$, $b_1 \in \mathbb{R}^{h_1}$, $W_2^s \in \mathbb{R}^{h_2 \times d_{hi}}$, $W_1^s \in \mathbb{R}^{h \times d_{hi}}$, $b'_1 \in \mathbb{R}^{h_1}$, $W_2^s \in \mathbb{R}^{h_2 \times d_{hi}}$, $e^s \in \mathbb{R}^{h}$, $d_{hi}$ and $d_{ha}$ are the length of hidden state vectors, and $d_a$ is the length of the final social account representation.

3.3 Micro-influencer Ranking

3.3.1 Micro-Influencer Competence Score. Unlike celebrities with ready-made audiences that are difficult to engage, micro-influencers are more approachable and affordable. They also enjoy the advantage of better engagement with their audiences than their high-profile counterparts do. However, finding out suitable micro-influencers always involves tedious work by searching millions of posts for any keyword, hashtag or mention, with dozens of filters. Therefore, instead of using only yes or no to represent micro-influencers’ relatedness to a brand, we designed a competence score for micro-influencers with respect to every given brand. Specifically, we integrated engagement and relatedness into a competence score of each micro-influencer $m_i$ with respect to brand $b_j$ as:

$$cs(m_i, b_j) = \alpha \text{Engagement}(m_i) + (1 - \alpha) \text{SIM}(m_i, b_j).$$

Engagement was defined as the average number of likes and comments for the posts that $m_i$ used to advertise $b_j$:

$$\text{Engagement}(m_i) = \frac{\text{AVE}(\text{#likes} + \text{#comments})}{\text{#(followers)}},$$

where $\text{AVE}(\cdot)$ is the average operation, and $\text{#}(\cdot)$ counts the number of items. Meanwhile, the similarity function between two account representation was defined as:

$$\text{SIM}(m_i, b_j) = \frac{|e^s(m_i) \cdot e^s(b_j)|}{\|e^s(m_i)\| \cdot \|e^s(b_j)\|}.$$ 

3.3.2 Learning to Rank. Learning to rank refers to machine learning techniques for training the model in a ranking task. In learning to rank algorithms, a ranking function is learnt to assign score values to a collection of documents with respect to given queries. As reviewed previously, listwise approaches directly look at the entire list of documents and try to come up with the optimal ordering for it. One of the most well-known listwise learning methods is ListNet [2]. With the formulation described in the previous sections, we can formulate our micro-influencer recommendation problem with the ListNet framework.

Formally, given the brand list $B$ and micro-influencer list $M$ defined in Sec. 3.1, each brand $b_i$ can be associated with a list of micro-influencer ranking scores $y_i$ as the label:

$$y_i = (cs(b_i, m_1), cs(b_i, m_2), \ldots, cs(b_i, m_{|M|})).$$

(11)

The score $y_i$ represents the degree of competence of posting advertisement with each micro-influencer for brand $b_i$. The assumption is that the higher the score is observed for $b_i$ and $m_j$, the stronger relevance exists between them. We then created a ranking score function $f(b, m)$ such that for every $b_i$,

$$f(b_i, m_{x}) > f(b_i, m_{y}),$$

(12)

where $m_x \in \text{MicroInf}^+_i$ and $m_y \in \text{MicroInf}^-_i$. Therefore, for each brand $b_i$, we can obtain a list of scores as,

$$z_i = (f(b_i, m_1), f(b_i, m_2), \ldots, f(b_i, m_{|M|})).$$

(13)

At last, the goal of our problem was to learn the ranking score function $f(b, m)$ by minimizing the total losses:

$$\sum_{i=1}^{(|B|)} \mathcal{L}(y_i, z_i),$$

(14)

where $\mathcal{L}$ is a listwise loss function.

In ListNet, the loss function is defined as the cross entropy between two distributions: the distribution of human-labeled scores (the competence score in our case), and the probability of an object being ranked on the top of all objects. One shortcoming of this approach is that it learns the rank information of the full list, but ignores the rank information of partial sequences, which may lead to ineffective learning [23]. For example, if the list contains an object with a much higher score than others, the learning would be largely dominated by the highest score while neglecting the ranking information conveyed by other objects.

3.3.3 K-Buckets Sampling Strategy. In order to address the issues raised above, we broke the full ranking list into multiple length-K partial sequence samples. However, the number of length-K permutation sequences are too large to handle. Therefore, we proposed a novel K-Buckets sampling method to select the samples. The bucket defines a certain pattern of positive-negative examples and the probability of an object being ranked on the top of all objects. One shortcoming of this approach is that it learns the rank information of the full list, but ignores the rank information of partial sequences, which may lead to ineffective learning [23]. For example, if the list contains an object with a much higher score than others, the learning would be largely dominated by the highest score while neglecting the ranking information conveyed by other objects.

**Bucket Creation:** we created $K$ buckets such that each bucket $\text{buck}_K^i$ will be filled with length-K samples consisting of $i$ positive examples and $K-i$ negative examples. Suppose the average number of brands’ positive micro-influencer samples is $A$, with bucket’s definition, the upper bound of the total number of samples in all-positive-example bucket, i.e., $\text{buck}_K^0$, is $C_K^0$. The total number
of brand-micro-influencer samples is $C_A^1 \cdot \frac{(|M|-A)!}{(|M|-A-K+1)!} + C_A^2 \cdot \frac{(|M|-A)!}{(|M|-A-K)!} + \ldots + C_A^K \cdot |B|$, which is computational prohibitive when $K > 2$. For example, using the setting in our experiment with $B = 286$, $M = 3146$, and $A = 11$, the number of samples is around 9 million for $K = 2$, and 30 billion for $K = 3$. Therefore, we constrain the capacity of the buckets with the following rules: 1) the number of samples in each bucket is the same; and 2) the number of samples in bucket $buck_i^K$ is set as $C_A^K/(K-2)$. Consequently, the capacity of $K$ buckets is $N_{sampling} = (C_A^K + K)/(K-2)$.

**Sample Filling:** Since the goal of our learning is to separate positive and negative examples, it would be better to ensure the occurrence of every positive example. We first picked every positive example into the buckets starting from $buck_1$. After that, we enumerated the combination of any two positive examples and filled them into the free slots in $buck_2$ to $buck_K$. At last, random sampling was applied to the rest free slots with the restriction that no identical examples in one bucket and $buck_i$ should contain $i$ positive examples.

3.3.4 Top-1-over-K Probability. With the notation defined above, suppose $(m_1^{(j)}, m_2^{(j)}, \ldots, m_K^{(j)})$ is the $j$-th sequence after our $K$-Buckets sampling, the ground truth for each sequence is modified from Equation (11) into:

$$\hat{y}_{i,j} = \sigma(cs(b_i, m_1^{(j)}), cs(b_i, m_2^{(j)}), \ldots, cs(b_i, m_K^{(j)})). \quad (15)$$

Similarity, the list of predicted score is modified into:

$$\hat{z}_{i,j} = \sigma(f(b_i, m_1^{(j)}), f(b_i, m_2^{(j)}), \ldots, f(b_i, m_K^{(j)})), \quad (16)$$

where $\sigma$ is the softmax function.

3.3.5 Loss Functions. The final loss function becomes:

$$\mathcal{L} = -\frac{1}{|B|} \sum_{i=1}^{B} \sum_{j=1}^{N_{sampling}} \hat{y}_{i,j} \log(\hat{z}_{i,j}) + \lambda \|\theta\|_1, \quad (17)$$

where $\theta$ is the set of all the weights of the model, and $\lambda$ controls the importance of the regularization terms.

4 DATASET CONSTRUCTION

There is no open dataset available for micro-influencer recommendation. As one of the best social media platforms for engagement, Instagram, specializing photos and micro-videos, is selected as our data source. With over 1 billion monthly active users (announced by their company in June 2018), it is currently one of the most popular social media platforms for influencer marketing. Therefore, we crawled publicly available data on the Instagram social platform through the site’s official API, and built a Brand-Micro Influencer dataset. It consists of 360 brands and 3,748 micro-influencers, where each brand and each micro-influencer is an Instagram account.

We started with the dataset from the work [13], which consists of 900 brands from 14 categories\(^2\). We removed three categories (Furnishing, Finance, and Energy) which contain less than 50 brands, and replaced Fashion with clothing and shoes, to finally obtain 12 categories. Then we collected trending Instagram hashtags from social media hashtag analysis websites\(^3\), where each hashtag on these websites is associated with a category label. Therefore, the collected hashtags were used as seeds to further crawl the brand account. At last, we selected 30 brand accounts for each category, resulting in 360 brand accounts in total.

With the brand list, we crawled the latest 1,000 posts of each brand account, and consider the accounts mentioned within these posts as the candidates of micro-influencers. We further crawled these candidates’ profile pages to retrieve their biographies and the number of followers. From these candidates, we selected the accounts under the criterion that the number of followers is between 5,000 to 100,000, and removed the non-English accounts. In this way, we paired each brand with around 11 micro-influencers. Note that there are a small portion (around 10%) of micro-influencers belonging to multiple brands.

At last, given the brand and micro-influencer list, we crawled their recent 50 posts (with their visual information, textual information, the number of comments, and the number of likes), and their profile (the number of followers, and the bio description) and constructed our dataset.

5 EXPERIMENTS

5.1 Experimental Setup

We split our data set into training set and testing set, where the training set contains 286 brands and the testing set contains 74 brands. Each brand has about 11 micro influencers. Both training set and testing set have all kinds of brands belonged to 12 categories.

Throughout the training we initialized all of the neural network parameters with the uniform distribution between -0.1 and 0.1. We used stochastic gradient descent with a learning rate of 0.001 and a decay of 0.9 every epoch. We trained our model for thirty epochs and used a batch size of 64. In our model, we set the scaling factor $\gamma = 1/3$, $\alpha = 0.5$ and $N_{hist} = 50$. The length of our text representation $e^{t}$, and image representation $e^{i}$ are 300 and 25,088, respectively. The hidden layer length of text ($d_{th}$) and image ($d_{ih}$) are 300 and 4906, respectively. Social account representation length $d_{a}$ is 512. We used leaky ReLU as the activation function $\phi$. A dropout layer with rate $= 0.5$, and L1 regularization with a regularization rate $\lambda = 0.001$ were used. Besides, we used local response normalization on our features.


\(^3\)E.g., https://www.hashtagsforlikes.co, https://hashtagify.me.
5.2 Baselines
In our dataset, only around 10% micro-influencers interact with more than one brand, which will be discarded in collaborative filtering based methods (with less than five interactions). Therefore, collaborative filtering based models like NCF [16], AutoRec [30], and SVDFeature [3] are not designed for our problem since they rely on multiple user-item interactions [13]. In order to demonstrate the effectiveness of our proposed method, we employ the following methods as baselines:

- **RAND**: we generated a random score for each micro-influencer.
- **SBR**: we concatenated text features and image features as account representation, and used cosine similarity scores of brand-micro-influencer pairs to rank, which is a simulation of content-based ranking methods.
- **MIR(k)**: our proposed micro-influencer ranking methods with different bucket size \(k\), and MIR is actually a pairwise method when \(k=2\) and a listwise method when \(k>2\).

The following variants of MIR are designed for comparison:

- **MIR-\(v\)-only/\(t\)-only**: \(MIR-\(v\)-only\) and \(MIR-\(t\)-only\) are variants of MIR with visual and textual feature only, respectively. These variants were designed to evaluate the usage of different modalities.
- **MIR-concat/ap/wap**: these three methods differ how we represent multimodal social account information, where \(concat\) simply concatenate visual and textual features and is followed by a two-layer fully connected neural network; \(ap\) uses the average pooling to fuse social account’s history; and \(wap\) uses the weighted average pooling.

5.3 Evaluation Metrics
We adopted AUC, cAUC, Rec@\(k\), and MedR to evaluate the performance.

- **AUC** is the probability that a positive example’s ranking score is higher than a negative example’s ranking score;
- **cAUC** is the AUC where the positive example and the negative example belong to a same category;
- **Rec@\(k\)** is the fraction of positive examples that have been recommended in top \(k\) over the total amount of positive examples;
- **MedR** is the median position of the first positive example.

It is to note that we discarded the metric precision@10 and precision@50 because in our dataset, we have only 11 positive micro-influencers for each brand in average, thus making precision@10 or precision@50 less meaningful.

5.4 Experimental Results and Discussion
Table 1 shows the comparison between our proposed MIR(k) with the baselines. From the table, we can see that, our proposed MIR outperforms all the baselines. Also, the AUCs are consistently lower than the cAUCs. This is mainly because that the metric cAUC focuses on evaluating the ability of differentiating brands within the same category, which is a tougher task than that in all categories. For the comparison between our proposed MIR with different \(k\) values, we can see that the AUC and cAUC do not change much, however, a notable improvement for Rec@10, Rec@50, and MedR was observed. Specifically, compared to MIR(2), MIR(3) increased 26.2% in Rec@10, 8.5% in Rec@50, and 3 positions in MedR. Rec@10, Rec@50, and MedR reflect how the methods perform for the top ranked micro-influencers. This confirms our argument that listwise learning method (\(k>2\)) can lead to better performance than the pairwise learning (\(k=2\)).

Table 2 lists the comparison between different MIR variants. All these variants are with \(k=3\) for a fair comparison. For the comparison between using MIR with visual-only and textual-only data, the MIR-\(v\)-only is significantly better than MIR-\(t\)-only. This is not surprising because different from Facebook and Twitter, Instagram is a visual-based social media platform with very little focus on text. Nevertheless, textual information is still useful since the full usage of both visual and textual information consistently outperforms that of visual-only (see the comparison between MIR-wap and MIR-\(v\)-only). We also conducted a comparison between different account representation methods (i.e., \(concat, ap\), and \(wap\)). We can see that simple concatenation of visual and textual features does not help (with lower performance than MIR-\(v\)-only). Though AUC and cAUC have the similar performance between average pooling and weighted average pooling methods, yet, MIR-wap is better in all three Rec@10, Rec@50, and MedR. This indicates that the weighted average pooling helps the model to recommend better top ranked micro-influencers.

In order to deep dive into how the proposed method performs on the data in different categories, we report the details of the results on our 12 categories in Table 3. We can see that \(makeup\) has the best performance in AUC and \(entertainment\) performs best in cAUC. One interesting thing to note is that the results on category \(auto\) and \(food\), have a larger gap between their cAUC and AUCs compared...
### Table 3: Performance for different brand categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>AUC</th>
<th>cAUC</th>
<th>Rec@10</th>
<th>Rec@50</th>
<th>MedR</th>
</tr>
</thead>
<tbody>
<tr>
<td>airline</td>
<td>0.816</td>
<td>0.657</td>
<td>0.042</td>
<td>0.345</td>
<td>21</td>
</tr>
<tr>
<td>auto</td>
<td>0.862</td>
<td>0.541</td>
<td>0.133</td>
<td>0.508</td>
<td>6</td>
</tr>
<tr>
<td>clothing</td>
<td>0.885</td>
<td>0.717</td>
<td>0.082</td>
<td>0.426</td>
<td>5</td>
</tr>
<tr>
<td>drink</td>
<td>0.794</td>
<td>0.694</td>
<td>0.073</td>
<td>0.306</td>
<td>8</td>
</tr>
<tr>
<td>electronics</td>
<td>0.747</td>
<td>0.658</td>
<td>0.054</td>
<td>0.219</td>
<td>9</td>
</tr>
<tr>
<td>entertainment</td>
<td>0.873</td>
<td>0.738</td>
<td>0.105</td>
<td>0.432</td>
<td>6</td>
</tr>
<tr>
<td>food</td>
<td>0.812</td>
<td>0.554</td>
<td>0.082</td>
<td>0.424</td>
<td>9</td>
</tr>
<tr>
<td>jewelry</td>
<td>0.758</td>
<td>0.692</td>
<td>0.070</td>
<td>0.276</td>
<td>4</td>
</tr>
<tr>
<td>makeup</td>
<td>0.928</td>
<td>0.675</td>
<td>0.159</td>
<td>0.723</td>
<td>3</td>
</tr>
<tr>
<td>nonprofit</td>
<td>0.863</td>
<td>0.697</td>
<td>0.184</td>
<td>0.450</td>
<td>1</td>
</tr>
<tr>
<td>shoes</td>
<td>0.920</td>
<td>0.702</td>
<td>0.117</td>
<td>0.658</td>
<td>4</td>
</tr>
<tr>
<td>services</td>
<td>0.851</td>
<td>0.726</td>
<td>0.069</td>
<td>0.254</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 5: Brand categorical self-similarity. S1-AP denotes the self-similarity with average history pooling, and S2-WAP denotes the self-similarity with weighted history pooling.

To other categories. To gain an insight into this issue, we further calculated a brand categorical self-similarity between brands within the same category and plotted it in Figure 5. The similarity is defined as the cosine similarity between the concatenation of visual and textual features. As we can see from Figure 5, **auto** category has a much higher categorical self-similarity than other categories, which is the main reason for its poor performance. The **food** category has much lower self-similarity. However, after we analyzed the predicted ranking results, we found out that our model predicts higher score for a few food bloggers who share all kinds of food in Instagram. Though the incorrect prediction downgrades its cAUC performance, we believe that these food bloggers are still potential micro-influencers for food brands.

We have also reported a comparison of categorical self-similarity between the average pooling method (‘S1-AP’ in Figure 5) and the weighted average pooling method (‘S2-WAP’ in Figure 5). We can see that the weighted average pooling method helps to reduce the brand feature categorical self-similarity.

### 5.5 Case Study

To have an intuitive understanding of our proposed method, we present examples of micro-influencer recommendation using the method described in Section 3. As shown in Figure 6, each row represents a brand, the top one positive example, and the top two negative examples recommended by our method. Brands (a) to (d) come from category **makeup**, **clothing**, **auto**, and **drink**, respectively. We selected four representative images from each brand/micro-influencer social account, followed by its category, biography description and the images’ corresponding textual descriptions.

From the correctly predicted positive examples we can see that, generally, brands and their corresponding micro-influencers are closely related to each other in their own field. To be specific, the **makeup** brand has a positive example of “Makeup and eyebrow specialist” micro-influencer, and the positive example of **auto** is a “Bentley Factory Driver”. Moreover, these micro-influencers tend to post images/texts closely related to the posts of the brand accounts.

For the negative examples predicted by our model, we have the following observations: 1) the post information in **makeup** is quite unique (with face, eyes, or lips occupying the whole image), however, it is rather difficult to differentiate micro-influencers within this category. This may explain why **makeup** has 0.928 for its cAUC while only 0.675 in its cAUC (cf. Table 3); 2) the model will predict micro-influencers out of their actual category, however, these negative examples belong to category closely related to the brand, such as the **makeup** in (b). And 3) some of the micro-influencers are labelled with an unexpected category, however, it is still explainable. For example the Negative Example 1 in (d) shows photos of all kinds of food, the account is actually promoting a camera by showing high-quality photos shoted by that camera, thus it falls into **electronics** category. Similarly, the Negative Example 2 in (d) always displays dedicated food images when s/he travels outside, however, s/he has posted an advertisement for a car with an image showing s/he drives the car for travelling. These information are hardly to infer, thus the textual description may be helpful in such cases.

### 6 Conclusions and Future Works

In this work, we proposed a data-driven micro-influencer ranking scheme to solve the essential question of finding out the right micro-influencer. We have also developed a new Instagram brand micro-influencer dataset, which can benefit future researchers in this area. The extensive evaluation demonstrates the advantage of our proposed method compared with the state-of-the-art methods.

Several research topics are open for future investigation. During result analysis, we found out certain micro-influencers can give advertisement across different categories. We would like to consider whether cross-category information can help improve the performance. In addition, though textual information did not perform well in our experiment, we still believe that textual information is useful when visual information did not discriminate different micro-influencers. Also, we want to investigate micro-influencer marketing in other social network platforms like Twitter and Facebook.

**Acknowledgment**

This work is supported by the National Natural Science Foundation of China, No.: 61772310, No.: 61702300, No.: 61702302, No.: 61802231, No.:U1836216; the Project of Thousand Youth Talents 2016; the Shandong Provincial Natural Science and Foundation, No.: ZR2019JQ23, No.: ZR2019QF001; the Future Talents Research Funds of Shandong University, No.: 2018WLJH63; the Fundamental Research Funds of Shandong University (No. 2017HW001).
Figure 6: Case study for brands with their positive/negative examples.