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Over the last decade, the renaissance of Web technologies has transformed the online world into an appli-
cation (App) driven society. While the abundant Apps have provided great convenience, their sheer number
also leads to severe information overload, making it difficult for users to identify desired Apps. To allevi-
ate the information overloading issue, recommender systems have been proposed and deployed for the App
domain. However, existing work on App recommendation has largely focused on one single platform (e.g.,
smartphones), while it ignores the rich data of other relevant platforms (e.g., tablets and computers).

In this article, we tackle the problem of cross-platform App recommendation, aiming at leveraging users’
and Apps’ data on multiple platforms to enhance the recommendation accuracy. The key advantage of
our proposal is that by leveraging multiplatform data, the perpetual issues in personalized recommender
systems—data sparsity and cold-start—can be largely alleviated. To this end, we propose a hybrid solution,
STAR (short for “croSs-plaTform App Recommendation”) that integrates both numerical ratings and textual
content from multiple platforms. In STAR, we innovatively represent an App as an aggregation of common
features across platforms (e.g., App’s functionalities) and specific features that are dependent on the resided
platform. In light of this, STAR can discriminate a user’s preference on an App by separating the user’s
interest into two parts (either in the App’s inherent factors or platform-aware features). To evaluate our
proposal, we construct two real-world datasets that are crawled from the App stores of iPhone, iPad, and
iMac. Through extensive experiments, we show that our STAR method consistently outperforms highly
competitive recommendation methods, justifying the rationality of our cross-platform App recommendation
proposal and the effectiveness of our solution.
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1. INTRODUCTION

With the flourishing of network technologies, people now can easily access the Internet
through a variety of ways, such as smartphones and tablets. Regardless of the platform,
Apps play a central role in providing services for users. For example, people can chat
with friends with WhatsApp on mobile phones, watch videos of interest with YouTube
on tablets, and handle some business stuffs with Microsoft Office on PCs. Although the
wide variety of Apps have offered great convenience to people’s lives, they have also
made it difficult for users to identify the most desirable Apps. In other words, users are
overwhelmed by the vast number of Apps—for one functionality, such as reading news,
there can be over hundreds or even thousands of similar Apps available; even for one
specific App, the different versions on different platforms (e.g., smartphones, tablets,
and computers) make the App identification process even complicated.

The recommender system is a well-known solution for addressing the information
overloading problem and helping users identify relevant information on the Web. It
suggests items of interest to a user by mining the history of other similar users (collab-
orative filtering), or matching the user’s profile with items’ attributes (content filter-
ing), or integrating both (hybrid filtering). Popularized by the Netflix challenge [Koren
2010], recommender systems have been intensively studied by the research community
in recent years, and many recommendation techniques have been explored, such as the
association rule-based [Parameswaran et al. 2011], graph-based [He et al. 2015], and
latent factor-based models [Ge et al. 2014]. However, we argue that existing work is far
from sufficient to address the App recommendation problem. This is because (1) most
previous efforts have focused on item recommendation of general domains such as
movies, books, and products, rather than the specific domain of Apps that has quite dif-
ferent properties; (2) although a few recent works have targeted the App domain [Lin
et al. 2013, 2014a], they have primarily considered a single platform (mostly, Apps of
the mobile stores). As a key and unique feature of App, we point out that the platform
plays an important role in influencing a user’s decision on items. For example, people
tend to do some light entertainment on mobile phones (for the sake of convenience),
such as listening to music and reading news, while many choose computers to perform
some complicated jobs (for the sake of efficiency), such as making slides and planning
activities. If a recommender system simply suggests Apps while ignoring their platform
properties, it may end up with unsuitable Apps and adversely hurt users’ experience.
To provide a quality App recommendation service for users, it is inevitable to take the
factor of platform into account.

In this work, we pay special attention to the platform-aware App modeling, focus-
ing on the problem of cross-platform recommendation. Our key consideration is that,
by accounting for users’ cross-platform behaviors as well as items’ platform-specific
properties, the accuracy of App recommendation can be significantly improved. As il-
lustrated in Figure 1, in contrast to traditional App recommender systems that treat
the data of each platform independently, our proposed cross-platform recommender
system jointly models the App data of all platforms as a whole, enhancing the accuracy
by explicitly modeling an App’s common features (across all platforms) and specific
features (of one single platform). Specifically, our method is designed to address the
following four key challenges in App recommendation:
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1. Illustration of two App recommendation solutions: (1) traditional single platform-based recommenda-

tion that treats the data of each platform independently, and (2) our proposed cross-platform recommendation
that considers the correlation of data on different platforms.
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Platform Variance. A platform corresponds to the specific hardware device that
users use to operate Apps. Considering that different devices exhibit varying prop-
erties (e.g., computers have a larger screen but are less portable compared with
smartphones and tablets), App developers usually customize an App for a plat-
form. This leads to significant differences of Apps’ features on different platforms.
As such, this kind of platform variance calls for a method that can capture both
general characteristics and platform-specific features of Apps to provide quality
recommendations for users.

Data Heterogeneity. Apps are usually downloaded from online App markets, the
data on which exhibits dual-heterogeneities, consisting of numerical ratings and
textual content. Numerical ratings explicitly quantify users’ satisfaction on an App,
which are the most widely used source for recommender systems. While the textual
content is much richer—including users’ reviews on Apps, developers’ descriptions
of Apps, among others—which is complementary to users’ ratings. More impor-
tantly, the textual content helps to uncover the specificities of Apps and platforms.
How to effectively leverage the valuable information in the heterogeneous data and
seamlessly sew them up is a highly challenging problem in recommender systems.
Data Sparsity. Data sparsity is a well-known issue faced by personalized recom-
mender systems. It is evidenced that in the user—item rating matrix, only a small
proportion of entries are known (usually less than 1%). We find the uneven popu-
larity distribution of an App on different platforms makes the data sparsity issue
even more complicated. For example, the game Angry Birds is a free-download
App on phones and tablets, but it charges for the PC version. As a result, people
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seldom play Angry Birds on PCs, resulting in few ratings of the game on the PC
platform. But considering that an App may have more ratings on other platforms,
how to integrate data from multiple platforms to alleviate the data sparsity issue
is important to enhance recommendation accuracy.

(4) Cold-Start Problem. The extreme case of data sparsity is cold-start, where we
need to provide recommendations for new users or items that have no historical
ratings. As a perpetual issue in personalized recommender systems, cold-start
is usually approached by utilizing some content-based side information [Schein
et al. 2002; Zhou et al. 2011; Lin et al. 2013]. Here, we argue that our proposal of
cross-platform recommendation can help alleviate the cold-start problem of single-
platform to a certain extent; particularly for two scenarios: (1) a user is new to
a platform (user cold-start) but has a rating history on other platforms; (2) an
App is first released on a platform (item cold-start) but has counterparts on other
platforms. For these two cold-start cases, the key challenge is how to transfer the
knowledge learntlearned from the non-cold-start platforms to effectively enrich
users’ and Apps’ representation of cold-start platforms.

To address the aforementioned challenges, we present a hybrid filtering system STAR
(short for “croSs-plaTform App Recommendation”) that models both numerical ratings
and textual content from multiple platforms for enhanced recommendation. The core
component of our STAR method is a matrix factorization-based latent factor model,
which is extended to support (1) factorizing rating matrices from multiple platforms,
and (2) incorporating textual content that is abstracted from topic models. We use item
latent factors (learned from rating matrices) to encode an App’s common features across
platforms, and use item latent topics (learned from textual content) to differentiate an
App’s specific features of each platform. The aggregation of an App’s common features
and specific features is finally served as the representation of the App. In light of this,
the data sparsity and cold-start problems of one single platform can be mitigated to a
large extent.

To demonstrate the effectiveness of our solution, we conduct extensive experiments
on our crawled real-world App data. First, we compare the overall prediction per-
formance with the standard latent factor model [Koren 2008], semantics enhanced
method [Ling et al. 2014], context-aware method [Rendle et al. 2011], and cross-domain
method [Singh and Gordon 2008]. Our results and statistical significance test show that
STAR significantly outperforms state-of-the-art methods. Second, we investigate the
new-user and new-App cold-start scenarios, admitting that STAR is superior to the
previous solutions. Lastly, to show the rationality of our design, we further dissect our
method and perform some fine-grained analyses.

To summarize, this article contributes in the following three aspects:

—We explore a new problem of cross-platform App recommendation. To the best of our
knowledge, this is the first work that attempts to solve this problem in the domain
of App recommendation.

—We develop a novel solution, STAR, to improve the App recommendation by jointly
modeling numerical ratings and textual content. Such a hybrid system is well suited
for resolving the data sparsity and cold-start issues in personalized recommender
systems.

—We construct new datasets for studying the cross-domain App recommendation prob-
lem. To facilitate the research community and encourage future research on the
emerging topic, we have released the datasets and our implementations.!

Thttp://apprec.wixsite.com/star.
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The article is structured as follows. After discussing related work in Section 2, we
elaborate our solution STAR that combines cross-platform matrix factorization and
platform-aware App modeling in Section 3. Before diving into the experimental evalu-
ation in Section 5, we describe the construction of the datasets in Section 4. Lastly, we
conclude the full article in Section 6.

2. RELATED WORK

In this section, we provide a comprehensive review of the relevant literature. We group
the related work into five categories. First, we briefly review the collaborative filtering
technique, which models ratings only and is the most widely used method in recom-
mendation systems. Then, we discuss some work that attempts to combine ratings
and textual content, which we refer to as “semantics enhanced recommendation.” The
third category covers context-aware recommender systems which model additional
information that can affect users’ rating behaviors (e.g., location, time, weather, and
companion). Context-aware methods are relevant with our proposal, since the platform
information can also be seen as a “context” in the App recommendation. Furthermore,
we review work of cross-domain recommendation, which leverage the data of auxil-
iary domains to improve the recommendation of the target domain. Lastly, we discuss
existing work on mobile App recommendation to position our work among them.

2.1. Collaborative Filtering

In terms of collaborative filtering approaches, work can be classified into two categories,
namely, neighborhood methods [Breese et al. 1998; Herlocker et al. 1999; Sarwar et al.
2001] and latent factor methods [Hofmann and Puzicha 1999; Hofmann 2004; Koren
and Bell 2011]. Latent factor methods focus on fitting the user-item rating matrix using
low-rank approximations and applying the matrix to identify new user-item associa-
tions, which have be proven to be superior to neighborhood methods [Takacs et al.
2008]. As one of the most representative realizations of latent factor models, Matrix
Factorization (MF) [Koren et al. 2009] characterizes both items and users by latent
vectors inferred from observed ratings. The realization of MF can be generalized as
a probabilistic model, known as Probabilistic Matrix Factorization (PMF) [Mnih and
Salakhutdinov 2007]. An effective way to solve the matrix approximations is to mini-
mize the sum of squared errors, which can be tackled using Sngular Value Decomposi-
tion (SVD) [Hu et al. 2008]. The SVD++ [Koren 2008] model offers an improved accuracy
by accounting for the implicit information recording which items were rated (regard-
less of their rating values). Collaborative filtering with implicit feedback is usually
formulated as an item recommendation task, for which accounting for missing entries
is crucial to the performance. The Weight Matrix Factorization (WMF) [Hu et al. 2008]
follows a regression framework to optimize a squared loss, carefully weighting the ob-
served entries and missing data with different weights. Another well-known solution is
Baysian Personalized Ranking (BPR) [Rendle et al. 2009], which optimizes models with
a ranking-aware pairwise loss. The idea is that an observed entry should be assigned a
higher score than a missing entry. However, collaborative filtering methods only model
numerical ratings and forgo auxiliary information, such as texts and contexts. In this
work, we supercharge collaborative filtering with user reviews, item descriptions, and
cross-domain information to improve App recommendation performance.

2.2. Semantics Enhanced Recommendation

Semantics enhanced methods attempt to improve recommendation quality by using
ratings and textual content simultaneously. For Apps, the textual content can be App
descriptions, version descriptions, and reviews. As representative text processing tech-
niques, topic models, such as Probabilistic Latent Semantic Indexing (PLSI) [Hofmann
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1999], Probability Latent Semantic Analysis (PLSA) [Hofmann 2001], Latent Dirich-
let Allocation (LDA) [Blei et al. 2003], and Non-negative Matrix Factorization (NMF)
[Lin 2007], have been widely accepted to interpret low-dimensional representations of
documents [Cai et al. 2008; Chang et al. 2009]. The approach of Collaborative Topic
modeling (CTR) [Wang and Blei 2011] integrates the merits of traditional collaborative
filtering with probabilistic topic modeling to recommend scientific articles. The method
of Hidden Factors as Topics (HFT) [McAuley and Leskovec 2013] combines ratings with
review texts for product recommendations, which works by aligning hidden factors in
product ratings with hidden topics in product reviews. The model of TopicMF [Bao et al.
2014] recommends products by jointly considering user ratings and unstructured re-
views. As an improvement of HF'T, the technique of RMR (Ratings Meet Reviews) [Ling
et al. 2014] combines content-based filtering with collaborative filtering seamlessly,
which exploits the information in both ratings and reviews. Most previous efforts [Nie
et al. 2014; He et al. 2014a, 2015] enhance recommendation performance by consider-
ing semantic information in review texts or item descriptions. However, using textual
content to distinguish the differences among items is rarely considered. In this article,
to model the differences among Apps on different platforms, we utilized a topic model
to learn semantic information of reviews and App descriptions on different platforms,
which contain rich information of platform-aware ratings.

2.3. Context-Aware Recommender Systems

Context information has been proven to be useful for providing recommendations
[Palmisano et al. 2008], and relevant context-aware recommendation approaches
have been proposed. According to the survey of Adomavicius and Tuzhilin [2011],
context-aware recommendation methods can be classified as prefiltering [Adomavicius
et al. 2005], where context drives data selection; postfiltering [Panniello et al. 2009],
where context is used to filter recommendations after traditional method; and con-
text modeling, where context is integrated directly into the model. However, the work
on prefiltering and postfiltering requires supervision and fine-tuning in all steps of
recommendation. Recent context modeling methods use all the context and user-item
rating matrices simultaneously and build models based on matrix factorization meth-
ods. Multiverse recommendation [Karatzoglou et al. 2010] presents a collaborative
filtering method based on tensor factorization that allows for a flexible and generic
integration of contextual information by modeling the data as a user-item-context
N-dimensional tensor instead of the traditional 2D user-item matrix. Factorization
Machines (FM) [Rendle et al. 2011] are applied to model contextual information and
to provide context-aware predictions. Contextual Operating Tensor (COT) [Liu et al.
2015] is proposed, which represents the common semantic effects of contexts as a COT
and represents a context as a latent vector. More recently, Hsieh et al. [2016] has
presented an Immersive Recommendation system, which incorporates users’ digital
traces from different contexts into recommendations. However, using external textual
content to model the influence of context has been seldom considered. In this article, we
introduced the textual content of reviews and App descriptions to capture the influence
of platform in App recommendation, which is different from traditional context-aware
recommender systems.

2.4. Cross-Domain Recommender Systems

According to the survey of Fernandez-Tobias et al. [2012], cross-domain recommender
systems can be categorized into two categories. One of them is adaptive models that ex-
ploit information from a source domain to make recommendations in a target domain.
The works of Zhang et al. [2011], Hu et al. [2013], Jamali and Lakshmanan [2013], Li
and Lin [2014], and Jiang et al. [2015] focus on user attributes, domain-specific factors,
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context-dependent entity type, matching of users and items, and social networks, re-
spectively. The other category is collective models that are built with data from several
domains and potentially can make joint recommendations for such domains. Collective
Matrix Factorization (CMF) [Singh and Gordon 2008] factorizes several matrices and
shares parameters among factors simultaneously when an entity participates in mul-
tiple relations. And it has been applied in attribute-aware relation prediction [Lippert
et al. 2008] and social rating networks [Yang et al. 2011]. Collective models are suit-
able for our App recommendation task, since the recommendation performance of all
platforms should be improved in our work. However, we observe that both adaptive
models and collective models are either content-based or collaborative filtering-based,
and hybrid cross-domain recommendation approaches have been barely investigated.
In our task, we used numerical ratings and textual content simultaneously to capture
common features and distinguish specific features of Apps on all platforms.

2.5. Mobile App Recommendation

In order to deal with the increasing number of Apps, some works on mobile App recom-
mendation are emerging. Some of these works focus on constructing context-aware rec-
ommender systems on the platform of mobile device, which contains rich context-aware
information (e.g., location, social network, and activity) [Zheng et al. 2010; Karatzoglou
et al. 2012; Zhu et al. 2012; Liu et al. 2013]. Personalized recommendation on the plat-
form of mobile device has attracted a lot of attention [Liu et al. 2011; Costa-Montenegro
et al. 2012; Bohmer et al. 2013; Lin et al. 2014b]. The similarity of mobile Apps has been
investigated by using graph [Bhandari et al. 2013] or kernel function [Chen et al. 2015,
2016]. At the same time, some specific features of mobile Apps are utilized to improve
mobile App recommendation results. Ranking [Yankov et al. 2013] and popularity [Zhu
et al. 2015] are well studied, since they are useful for understanding user experiences
and learning the process of adoption of mobile Apps. The troublesome problems of data
sparsity [Shi and Ali 2012] and cold-start [Lin et al. 2013] could be relieved or solved by
using some specific features of mobile Apps (e.g., neighborhood among Apps and official
Twitter accounts). Some in-depth studies on privacy and security awareness [Zhu et al.
2014; Liu et al. 2015] have been given to avoid privacy invasion and other security con-
cerns. In the work of Yin et al. [2013], App recommendation can be regarded as a result
of the contest between satisfaction and temptation. Different from traditional items
(e.g., books, movies, and music) in recommender systems, Apps change and evolve,
which is reflected by an increment in their version numbers. Relevant work [Lin et al.
2014a] has been presented, which incorporates features distilled from version descrip-
tions into App recommendation. To achieve both memorization and generalization for
recommender systems, a Wide & Deep learning framework [Cheng et al. 2016] has been
proposed, which jointly trains a linear model and a nonlinear neural network model. It
is reported that the method has been deployed to production for Google Play. However,
previous works focus on mobile App recommendation and a few of them try to make
use of the data from other platforms (e.g., tablet and computer). In this article, we
captured App features on different platforms and fused the data on different platforms
together to improve the recommendation results on all platforms.

3. CROSS-PLATFORM APP RECOMMENDATION
In this section, we present our proposed STAR method. We begin by introducing the
problem formulation, followed by elaborating the two core components of our design—
the Cross-Platform Matrix factorization model (CPM) and the Platform-Aware App
modeling with Texts (PAT). Lastly, we give the inference algorithm of STAR and discuss
the new-user and new-App cold-start issues.
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3.1. Problem Formulation

Let I, J, and S denote the number of users, Apps, and platforms, respectively. Each
input rating instance is then represented as a quadruple (i, j, s, r;j5), meaning that
user i has rated App j on the s platform with the score 7; is- Mathematically, we can

represent the data as a three-order tensor R € R’*/*S where the rating matrix of the
platform s corresponds to the slice R._ ;. It is worth pointing out that it is common that
an App has no ratings in a platform (new-item cold-start) and a user has no ratings
in a platform (new-user cold-start), which yields certain slices of the tensor are just a
zero matrix. This poses challenges to the traditional tensor factorization methods like
Tucker Decomposition and High-Order SVD [Rendle 2011].

In addition, each App is accompanied by some textual content such as the developer’s
description and users’ reviews, and we use dj; to denote the accompanying text of the
App j on the s platform. Let the set of observed rating instances (i.e., the nonzero
entries of tensor R) be R, which is an incomplete set of tensor entries as most ratings
are unknown (i.e., |R| <« IJS). The cross-platform recommendation problem is then
formulated as predicting the unknown ratings in the tensor R, where the predicted
scores of unknown ratings can be used to rank items for a user.

3.2. Cross-Platform Matrix Factorization Model

As a latent factor model, MF maps both users and items to a joint K-dimensional
latent space, such that user-item interactions are estimated as the inner products in
that space. While the standard MF model [Koren 2010] is designed for modeling user—
item ratings of a single (homogeneous) domain, it is a suboptimal choice for modeling
ratings of multiple (correlated) domains, since a direct application of the MF model
will treat the data of different domains independently. Inspired by the generalized
collective matrix factorization method [Singh and Gordon 2008], we apply a similar idea
that models a user’s cross-domain behaviors with a shared set of latent parameters.
Mathematically, we model each rating entry as

Fijs = 1+ by B) + by (js) +ul vy, )

where 1 is the global bias, which can be set as the average score of all ratings; b, (i)
denotes the bias of the user i; and b, (js) denotes the bias of the App j on the s
platform. Latent vectors w; and vj; are the key parameters of the Cross-Platform
Matrix Factorization Model (CPM) model, denoting the representation of the user i
and App Jj on the s platform, respectively.

Note that we have purposefully designed our model to share a user’s representation
across platforms while differentiating an App’s representation of different platforms.
The consideration is that a user’s interest in consuming Apps should remain largely
unchanged for different platforms, while an App’s properties can be changed dramat-
ically since developers usually design the App to adapt the platform’s properties. The
design of shared user representations leads to the side effect of alleviating the new-user
cold-start issue—even if a user has no ratings in one platform, his/her preference can
be learned from the data of other platforms. As we will show later in the experiments,
although simple, this shared representation of a user is an effective way to model the
user’s cross-platform behaviors and boost the prediction’s accuracy significantly.

Nevertheless, the platform-specific modeling of Apps in Equation (1) assumes that
the representations of an App on different platforms are independent of each other.
This is counterintuitive, since the same App developed by a company usually shares
the basic functionalities, regardless of the released platform (e.g., YouTube is mainly
for watching videos, while WhatsApp is mainly for people’s communication). One way
to get around the independence is to enforce an App’s representations on different
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Fig. 2. An example of five topics extracted by LDA, where each topic is represented by the top 10 words
ranked by their probabilities. The highlighted terms (in bold) reveal the platform information of the topic.

platforms to be similar to each other, such as via the pairwise regularizer [He et al.
2014b]. However, it is nontrivial to control the level of similarity for different Apps
and platforms. In what follows, we approach the problem by additionally modeling the
surrounding texts for platform-aware App representation learning.

3.3. PAT

As we have mentioned in the Introduction section, most App platforms have rich textual
information available. The two most universal types are the reviews (written by users)
and App description (written by developers). We find that both user reviews and App
description are well suited to complement the ratings for recommendation—reviews
justify the ratings by discussing the App’s properties from the perspective of users,
while the App description describes the App’s functionalities from the perspective of
developers. By properly modeling the rich evidence sources in the textual content, we
believe a better representation for an App can be learned, especially in differentiating
its common functionality and platform-specific properties.

Nevertheless, the inherent noises in user-generated reviews and the variability of
natural language pose great challenges for understanding the semantics in texts. One
viable solution is first extracting the aspects (i.e., nouns and noun phrases that describe
Apps’ properties) from the texts, and then feeding them into the recommendation
model [He et al. 2015]. However, this way requires a quality aspect extraction tool; while
the accuracy of aspect extraction tools is usually domain dependent, to our knowledge,
there does not exist such a tool specially developed for the App domain. Another solution
is projecting the text into the latent topic space, where each topic can be explained by
a few top words [McAuley and Leskovec 2013]. Figure 2 shows the top words of five
selected topics, which are learned by LDA on our dataset. As can be seen, the learned
topics are rather coherent and explainable—they not only reflect the properties of
Apps, but also reveal some information relevant to the platform. As such, to lessen
the dependency on the domain knowledge for identifying aspects, we resort to the
topic modeling approach to model the texts. Specifically, we apply LDA on the textual
content, obtaining a topic distribution 6 ;; as the semantic abstraction for the App’s text
djs.

JTo capture our intuition that the properties of an App are composed of its func-
tionalities (shared across platforms) and platform-aware specificities, we separate the
modeling for an App into two parts:

Vs =w; +Mbj,, (2
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Fig. 3. Graphical representation for the STAR model.

where w; is the latent vector for the App j that encodes its shared functionalities,
and M is the projection matrix that projects the nonnegative topic space into the
latent factor space, and we use the term M6, to encode the App properties that are
dependent with the platform. Let the number of latent factors be K and the number of
topics be T'; then the matrix M is of dimension K x T'. It is worth pointing out that the
linear transformation that bridges the discrepancy between the topic space and latent
factor space is very effective to translate the semantics in texts into the vectorized
representation of Apps, and yields significant improvement over the CPM model. While
other choices of nonlinear transformations do exist, such as the exponent function used
by McAuley and Leskovec [2013] and neural network-based functions [Dziugaite and
Roy 2015], we leave this exploration for future work.

3.4. The STAR Recommendation Method and Learning Algorithm

Our final STAR recommendation model combines the designs of CPM that models
users’ cross-platform ratings and PAT that enhances the App representation with
textual data, illustrated with the graph representation in Figure 3. Note that we have
intentionally ignored the bias terms in the figure to better highlight our key designs. A
rating is generated by the interaction between the user’s and the App’s representation
on the target platform, which is further decomposed into the App’s common features
and platform-specific features. Formally, we give the prediction model as follows:

fijs:/J/+bu(i)+bw(j)+uiT(Wj+M0J's), 3)

where u, b, (1), u;, w;, M, and 6 ;, have the same meanings as presented in Equations (1)
and (2); b, (js) is replaced by b,, (j), which denotes the bias of the j-th App.

To infer model parameters for a personalized recommendation model, we need to
design an objective function to optimize. There are two forms of objective functions
that have been widely adopted in the literature: (1) pointwise loss [Koren 2008] that
performs regression on known ratings, and (2) pairwise loss [Rendle et al. 2009] that
maximizes the margin between the known and unknown ratings. While the second
choice is mainly designed for learning from implicit feedback (where users’ explicit
preference on items are unknown), we opt for the first choice which has been shown to
be very effective in modeling users’ explicit ratings and also yields strong Top-K ranking
performance [Koren 2008]. The regression-based objective function is formulated as
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follows:

1
LO) =5 Y (rjs — i) + MO, 4)
(@.J,8)eR

where ® = {U, W, M, b,, b,,}, denoting all five groups of parameters to learn, and R
is the set of observed rating instances for training. To combat overfitting, we use the
standard L. regularization of all the parameters, weighted by the hyperparameter
A (distinct for each group of parameters in our implementation, i.e., Ay, Ay, Am, Ap for
U, W, M, b,, and b,,, respectively).

To minimize the objective function, a standard solution is applying squared loss on
model parameters [Koren et al. 2009]. Since the prediction model is in a linear form,
another solution is coordinate descent [He et al. 2016], also dubbed as Alternating
Least Squares (ALS) for optimizing the squared loss. While the ALS solution is more
difficult to obtain (requiring an exact optimization solution for each parameter in
each update), we resort to the Stochastic Gradient Descent (SGD) algorithm, which is
much easier to derive. Specifically, it randomly samples a training instance, and then
performs a gradient descent step for all related parameters regarding the loss of the
training instance. Let [(i, j, s) be the local loss for the instance (i, j, s); then we give the
derivative with respect to each group of parameters as follows:

oL@, j,s)
B—ui = — ejjs (WJ' + Mejs) + AU,
al .’ .7
(L—JS) —_ — eijsui + )\'wwj’
8Wj

Bl(z, j, S) T
W = — eijsuiﬂjs + )\.mM, (5)
ol j,s) .
———— = —ejjs + by, (1),

b, () ejjs + Apby (1)
L@, j.s) :
TN I:‘S )\' bu} )

i, () e TP )

where e;;; denotes the prediction deviation, computed as e;;js = r;js—7ijs. In each gradient
step, a parameter takes an update toward the negative gradient, which is rescaled by
a step size (also termed as “learning rate”). As a constant learning rate may result in
fluctuations in the later iterations (close to the local minimum), we employ an adaptive
strategy for the learning rate. We monitor the training loss of each iteration; when the
loss increases, we punish the learning rate by a ratio of 0.5. Through this way, the SGD
algorithm can steadily converge to a local minimum.

3.5. New-User and New-App Cold-Start Problems

We concern ourselves with the cold-start scenario where a user or an App is new to a
platform (i.e., has no rating history), while the user or App does have historical data on
other platforms.? Figure 4 shows two illustrative examples of the cold-start scenarios.

Since the data from multiple platforms have been jointly modeled in STAR, the users
(and Apps) of the cold-start platform are in the same latent space with the users (and
Apps) of other non-cold-start platforms. This is a key advantage of our joint modeling

2Note that as long as the user or App has historical data on at least one platform, our solution for alleviating
cold-start will work. However, similar to other collaborative filtering methods, our method will also fail for
the pure cold-start problems where a user or App does not have any rating history.
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Fig. 4. Illustration of the new-user and new-App cold-start problems. The question mark “?” stands for the
ratings that we wish to predict, and the label “new” means the user or App is new to the platform and has
no rating history on it.

approach and forms the basis for addressing the cold-start problems. Specifically, for
the new-user cold-start situation, we can directly use the latent vector u; learned from
other platforms as the user’s representation for the cold-start platform. In the case
of the new-App cold-start scenario, when the textual description is available, we can
follow the same procedure (as in Equation (2)) to obtain the App’s representation. When
the textual information is absent, we can use the shared latent vector w; as the App’s
representation on the cold-start platform. In this case, STAR will forgo incorporating
the platform-aware features, and the prediction on the item will be solely based on its
shared properties on other platforms.

4. DATA PREPARATION AND STATISTICS

In this section, we detail how we prepare data for empirical evaluation. In addition, we
perform some basic statistical analyses to better understand the data.

4.1. Data Collection

The data sources used for evaluating our solution include both numerical ratings and
textual content:

(1) Numerical ratings and their affiliated textual reviews. We first crawled all Apps’
names and IDs from the iTunes Store® and Mac App Store* in November 2015.
In total, we obtained 2, 076, 240 iPhone and iPad Apps, and 49, 298 iMac Apps.
We then retrieved the reviews for all Apps. A review entry contained a numerical
rating (of scale 1-5), reviewing timestamp, title, and content.

(2) Apps’ textual descriptions. For each App, we also crawled its textual description
from the iTunes Store and Mac App Store. An App’s description contained the
App’s title, textual description, genre, developer’s ID, and version change logs.

4.2. Data Processing

4.2.1. Datasets Construction. We constructed two datasets—one is of two platforms and
the other is of three platforms—to evaluate our method. The first dataset is constructed

Shttps://itunes.apple.com/us/genre/ios/id36?mt=8.
4https://itunes.apple.com/us/genre/mac/id39?mt=12.

ACM Transactions on Information Systems, Vol. 35, No. 4, Article 37, Publication date: July 2017.


https://itunes.apple.com/us/genre/ios/id36?mt$=$8
https://itunes.apple.com/us/genre/mac/id39?mt$=$12

Cross-Platform App Recommendation by Jointly Modeling Ratings and Texts

Table I. Some Statistics of the iphone-iPad Dataset

Amount | Min. #ratings | Max. #ratings | Avg. #ratings
User 112,031 2 219 2.86
App-iPhone 2,704 1 15, 946 62.31
App-iPad 2,704 1 11, 846 56.23
Table Il. Some Statistics of the iphone-iPad-iMac Dataset
Amount | Min. #ratings | Max. #ratings | Avg. #ratings
User 121,905 2 21 2.21
App-iPhone 201 1 64,482 1,117.37
App-iPad 201 1 5,572 206.62
App-iMac 201 1 439 13.97

37:13

based on the platforms of iPhone and iPad. The name of an App on iPad usually contains
the word of “HD,” which represents High Definition. So we first chose the Apps whose
names contain “HD,” and then found their corresponding versions on iPhone. We found
that 3, 800 pairs of Apps exist on both of these platforms. Since most users use the
same Apple account to download Apps on both iPhone and iPad, we could identify the
same users by matching user IDs on the two different platforms. We further processed
the dataset by retaining users who rated at least once on both of these platforms.
Ultimately, we obtained 112, 024 users, 2, 704 pairs of Apps, and 320, 535 ratings
(168, 489 ratings on iPhone, and 152, 046 ratings on iPad). The user-App ratings matrix
has a sparsity of 99.95%. The time span of ratings ranges from September 13th, 2008
to October 24th, 2015. Detailed statistics of the dataset are provided in Table 1.

The second dataset is constructed based on the platforms of iPhone, iPad, and iMac.
Since the Apps in iTunes Store and Mac App Store share the same name, they can
be easily linked. We used the same method mentioned in the first dataset to link the
Apps on the platforms of iPhone and iPad. Finally, we obtained 260 triples of Apps
that existed on all three platforms. We selected users who had at least two ratings
in the 260 triples, and finally obtained 121, 905 users (102, 789 users rated on one
platform, 18, 960 users rated on two platforms, and 156 users rated on there platforms),
201 triples of Apps, and 268, 929 ratings (224, 591 ratings on iPhone, 41, 530 ratings
on iPad, and 2, 808 ratings on iMac). The user-App ratings matrix has a sparsity of
99.63%. The time span of ratings ranges from January 27th, 2008 to November 16th,
2015. Detailed statistics of the dataset are provided in Table II.

4.2.2. Topic Modeling on Textual Content. We first integrated all reviews of an App and
treated it as a document. We also treated the description of an App as a document.
Before running the LDA method [Blei et al. 2003] to extract topics, we performed a
modest filtering on texts to reduce possible noises. Specifically, we first removed the
non-English words and stop words, and normalized verbs and adjectives with the help
of the porter stemmer [Zhu et al. 2014]. To run LDA, we set the priors for topic—word
and document—topic distributions as 50/ T (where T' denotes the number of topics) and
0.1, respectively, as suggested by Heinrich [2008]. Figure 2 shows an example of topics
extracted by LDA from our datasets.

4.3. Statistical Analysis

We performed some statistical analyses to better understand the datasets. Since the
statistics of the iPhone-iPad-iMac dataset show very similar trends with the iPhone-
iPad dataset, we focus on briefly discussing Figure 5. From Figure 5(a), we can see
the rating distribution is strongly biased toward the high-score ratings (over 80% of
the ratings are higher than 3). It might be because users tend to rate Apps they
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Fig. 5. Data distributions of the iPhone-iPad dataset.
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Fig. 6. Data distributions of the iPhone-iPad-iMac dataset.

like and avoid the ones they dislike. This similar Not Missing At Random (NMAR)
phenomenon has been previously observed in other domains, such as music [Marlin
et al. 2007]. Figure 5(b) shows the topic distribution over Apps. For each App, we select
its prominent topics and show the distribution of the top 50 most popular topics in
the figure. As can be seen, it exhibits a highly skewed distribution of topics, where
the top 10 topics take over 80% of Apps. We hypothesize this may be caused by the
focused categories of the Apps, where most Apps on our datasets are about games and
entertainment. Lastly, we show the App distribution and user distribution with respect
to the number of ratings in Figures 5(c) and 5(d) (log-log plot), respectively. As we can
see, both users and Apps show a long-tail distribution—most users and Apps only have
very few ratings, and only a small proportion of users and Apps have many ratings.
This is consistent with most recommendation benchmarks, such as the Netflix [Koren
2008] and Yelp [He et al. 2015] datasets, and highlights the sparsity challenge faced by
personalized recommender systems. Similar data distributions have revealled on the
iPhone-iPad-iMac dataset as shown in Figure 6.

5. EXPERIMENTS

In this section, we conducted extensive experiments on our collected datasets aiming
to answer the following five research questions:

—RQ1. How does our designed STAR approach perform as compared with other state-
of-the-art recommendation algorithms?

—RQ2. How does STAR perform in handling the new-user and new-App cold-start
problems?

—RQ3. Do users exhibit distinct preferences for different platforms of an App? Is STAR
able to target the exact platform of an App that the user has rated?

—RQ4. How do the common features and specific features of Apps contribute to the
overall effectiveness of STAR?

—RQ5. In addition to rating prediction that is prevalent to a recommendation algo-
rithm, how does STAR perform in the more practical top-N recommendation?
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To empirically answer these questions, we carried out experiments on the iPhone-
iPad and iPhone-iPad-iMac datasets, respectively. It is worth emphasizing that the
experimental results regarding RQ1, RQ4, and RQ5 reported in this article were based
on fivefold cross-validation. For the remaining two questions, due to their intrinsic
requirements, it is hard to perform fivefold cross-validation. Instead, we repeated the
experiments five times and reported their average results.

5.1. Experimental Settings

5.1.1. Evaluation Metrics. Rating prediction has become the de facto to evaluate an
explicit feedback-based recommender system. To measure the prediction performance,
we adopted the commonly used error metric, Mean Absolute Error (MAE), which is
calculated as

1
AE = [ D |Ris = rijs

@, j,8)eT

’ (6)

where |7| is the number of ratings in the testing set 7, 7;j; is the predicted rating of
the user i on the App j over the s?* platform, and r; js is the ground truth. In addition,
we employed the Root Mean Squared Error (RMSE) as another error metric, defined
as

1 2
RMSE = —_— Z (fijs — rijs) . (7)
|T| ,j.5)eT

From the formal definition, we can see that the smaller MAE and RMSE values nor-
mally indicate better performance for rating predictions. MAE assigns equal weight to
the data, whereas RMSE emphasizes the extremes.

On the other hand, the top-N recommendation task is of more practical value, as most
online recommendation systems only show a short list of items to users. To evaluate
the performance of top-N recommendation, we resorted to the widely used accuracy
metric, recall, which is defined as

ny
Recall@M N, (8)
where n, and N, are the number of Apps the user likes in the top M ranked list and the
total number of Apps the user likes, respectively. We calculate the recall for every user
in the testing set, and report the average score. In addition, we utilized the Normalized
Discounted Cumulative Gain (NDCG) as our another ranking-aware metric, which is
based on Discounted Cumulative Gain (DCG),

DCG@M = f: 2 1 ©)
- “logy i+ 1)

where rel; is the graded relevance of the result at position ;. IDCG is the ideal DCG for
a given set of Apps, and then the NDCG is computed as

DCG@M

IDCGeM’
We can see that large values of Recall and NDCG indicate better performance for
top-N recommendation. Recall measures the proportion of relevant items that the
algorithm successfully identified in the top-N ranked list, while NDCG accounts for

the position of correct hits, which assigns higher importance to results at top ranks,
scoring successively lower ranks with marginal fractional utility.

NDCG@M = (10)

ACM Transactions on Information Systems, Vol. 35, No. 4, Article 37, Publication date: July 2017.



37:16 D. Cao et al.

5.1.2. Baseline Methods. Here we briefly introduce the baseline algorithms that we
intend to compare with. The baseline algorithms were chosen from the collaborative
filtering method in Section 2.1, the semantics enhanced recommendation approach in
Section 2.2, the context-aware recommender systems technique in Section 2.3, and the
cross-domain recommender systems method in Section 2.4, respectively.

—SVD++ [Koren 2008]. As a representative MF method, SVD++ considers the implicit
information (e.g., clicks and purchase records), which has been proven to be superior
to traditional MF methods. In our experiments, we regarded the historical ratings
as implicit feedbacks and incorporated them in the SVD++ approach. We trained the
model on different platforms separately. Hence, the same user on different platforms
was considered as different users. SVD++ was used in the experiment of overall
performance comparisons.

—RMR [Ling et al. 2014]. As a typical semantics enhanced technique, RMR has been
proven to be superior to CTR and HFT. The document setting in RMR is the same
as that in our STAR model, which integrates all user reviews of an App into one
document. We trained the model on different platforms at the same time, and treated
the same user on different platforms as one user. Therefore, RMR was used in the
experiment of overall performance comparisons and new-user cold-start problem.
Since RMR is based on HFT, we used the code released by the authors of HFT.

—CTR [Wang and Blei 2011]. Similar to RMR, CTR is also one of the semantics
enhanced methods, and it is capable of handling out-of-matrix cold-start problem,
which is the same as our new-App cold-start problem. We treated the same user
on different platform as one user. Since RMR cannot handle new-App cold-start
problem, we employed CTR as a semantics enhanced baseline in our experiment to
handle this scenario.

—FM [Rendle et al. 2011]. As a context-aware recommendation algorithm, FM outper-
forms other context-aware competitors in prediction quality and runtime. We utilized
the released codes to implement this method.® In our experiment, the platform was
considered as a context and the same user on different platforms was seen as one
user. FM was used in the experiment of overall performance comparisons, new-user
cold-start problem, and new-App cold-start problem.

—CMF [Singh and Gordon 2008]. CMF is one of the most reputable approaches in
cross-domain recommender systems. It shares parameters among factors on different
matrices simultaneously when a user or item participates in multiple relations. In
our experiment, the user participates in multiple platforms and can be associated by
identifying the same user ID on different platforms. CMF was used in the experiment
of overall performance comparisons, new-user cold-start problem, and new-App cold-
start problem. It is worth noting that the App on different platforms was seen as the
same App in the new-App cold-start problem.

—WMF [Hu et al. 2008]. WMF is a collaborative filtering method for implicit feedback
datasets that is tailored for top-N recommendation. It transforms user’s implicit feed-
back into two magnitudes—preference and confidence. Preference measures whether
the user likes or dislikes the item. In our experiment, a rating of 3 and above on the 5-
point Likert scale was translated to “like,” and a rating of 2 and below was translated
to “dislike,” which are consistent with the experiment setting in Lin et al. [2014a].
Confidence measures the level of users’ preferences on the item, which is reflected by
the numerical rating (the implementation is a monotone function with the rating).
WMF regards all missing data as negative samples and utilizes ALS to solve this

Shttp://cseweb.ucsd.edu/~jmcauley/.
Shttp://www.libfm.org/.
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model, which is time-consuming and memory-consuming for large-scale data. Thus,
we resort to sampling various numbers of negative samples for each user instead
of using full missing data, and then obtain the optimal results to approximate the
result of WMF. Before diving into the algorithm, we rescaled the absolute ratings
using their average cumulative proportion [Hsieh et al. 2016] to alleviate the rating
bias.

—Popular. Items are ranked by their popularity judged by the number of ratings. It is
a nonpersonalized method that benchmarks the performance of other personalized
methods . While it seems simple and heuristic, it can be a competitive baseline for
the top-N task, as users tend to consume popular items [Cremonesi et al. 2010].

5.2. Parameter Tuning and Convergence Analysis

For each method mentioned in Section 5.1.2, the involved parameters were carefully
tuned, and the procedures to tune the parameters are analogous to ensure fair com-
parison. In addition, the parameters with the best performance were used to report
the final comparison results. Take the tuning procedure of our proposed STAR model
as an example.

There are six important parameters in our STAR model: (1) the number of topics T
in topic modeling; (2) the dimensionality of latent factors K in matrix factorization; and
(3) the parameters Ay, A, Ap, and A, that balance the terms in our proposed model. In
particular, in one of the fivefold, we selected the optimal parameters by grid search with
a small but adaptive step size on the training set. Here we revealed the tuning results
in the overall performance comparisons, and observed that when T' = 200, K = 10,
A = 0.2, 4, = 6, 4, = 0.002, and X,, = 0.005 for iPhone-iPad dataset, our model
achieved the best performance regarding RMSE. Regarding iPhone-iPad-iMac dataset,
the optimal parameter setting is 7' = 200, K = 10, A, = 0.2, A,, = 8, A, = 0.001, and
Am = 0.0008. We then investigated the sensitivity of our STAR to these parameters by
varying one and fixing the others. The parameter tuning results for the iPhone-iPad-
iMac dataset is almost the same as that of the iPhone-iPad dataset. To save the space,
we only illustrated the tuning results of the iPhone-iPad dataset here.

We first fixed K = 10, A, = 0.2, A, = 6, A, = 0.002, 1,, = 0.005, and varied T'. As
shown in Figure 7(a), the value of RMSE changes in a small range, when varying T
from 100 to 1, 000, and reaches its minimum value when 7' = 200. The slight change
demonstrates that our model is nonsensitive to the parameter 7.

We then fixed T' = 200, A, = 0.2, 1, = 6, A, = 0.002, A,, = 0.005, and varied K. As
shown in Figure 7(b), RMSE decreases first and then increases along the increasing
of K. It reaches its minimum when K = 10. Our finding is different from traditional
latent factor methods, which are inclined to use more factors [Koren et al. 2009]. This is
mainly because latent factors in matrix factorization and topic distributions on textual
content are mutually interrelated in our model. And users might only mention a few of
all possible factors in textual content, which leads to limited factors being considered
in matrix factorization.

Using a similar method to adjust other parameters, we can see from Figures 7(c)-7(f)
that the value of RMSE changes in a small range, when varying A, A, Ap, and 1, in
ranges of [0, 1], [1, 10], [0, 0.01], and [0.001, 0.01], respectively.

At last, we recorded the value of RMSE along with each iteration using the aforemen-
tioned optimal parameter setting. The initial value of learning rate was set to 0.01. If
the value of loss function increases, we divided the learning rate by 2. After five times
division, we finished the iteration process. Figure 8 shows the convergence study with
the increasing number of iterations. It shows that our algorithm can converge within
20 iterations.
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5.3. Overall Performance Comparisons (RQ1)

To demonstrate the overall effectiveness of our proposed STAR model, as discussed in
Section 5.1.2, we compared the STAR with several state-of-the-art recommendation
approaches: (1) SVD++, (2) RMR, (3) FM,and (4) CMF.

Results on the iPhone-iPad dataset are shown in Table III. We made the following
observations: (1) Our STAR achieves the MAE of 0.7560 and the RMSE of 1.0595, re-
spectively. It shows substantial improvements over SVD++, RMR, FM, CMF of 3.36%,
1.54%, 5.52%, 1.83% in MAE, and 5.55%, 1.13%, 2.68%, 3.48% in RMSE, respectively.
We also conducted the paired two-sample t-test based on the fivefold cross-validation
results. All the p-values between our model and each of the baselines are much smaller
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Table Ill. Performance Comparison of Various Methods on the iphone-iPad
Dataset Regarding RMSE and MAE

Dataset Regarding RMS

E and MAE

Methods MAE RMSE p-value(MAE) | p-value(RMSE)
SVD++ 0.7823 +£0.003 | 1.1218 4+ 0.004 2.44e-10 1.02¢-10
RMR 0.7679 £0.002 | 1.0716 £+ 0.003 5.83e-09 7.16e-08
FM 0.8002 £0.003 | 1.0887 £ 0.003 3.05e-11 2.06e-10
CMF 0.7701 £ 0.003 | 1.0977 £+ 0.003 2.96e-09 7.21e-10
STAR 0.7560 = 0.003 | 1.0595 + 0.003 - -
Table IV. Performance Comparison of Various Methods on the iphone-iPad-iMac

Methods MAE RMSE p-value(MAE) | p-value(RMSE)
SVD++ | 0.6040 £0.002 | 0.9389 + 0.002 2.88¢-09 5.79e-11
RMR 0.5985 +0.003 | 0.9333 & 0.004 1.77¢-08 7.61e-07
FM 0.6117 +£0.003 | 0.9352 £ 0.003 5.55¢e-10 2.19¢-08
CMF 0.6035 £+ 0.003 | 0.9371+0.003 3.30e-09 6.60e-10
STAR 0.5889 £0.002 | 0.9261 = 0.003 — -
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than 0.05, which indicates that the improvements are statistically significant. This is
mainly because STAR not only utilizes the dual-heterogeneous data, but also captures
common features and distinguishes specific features of Apps on different platforms.
(2) The experimental results of CMF are superior to SVD++ in both MAE and RMSE.
Because in the construction of the dataset, we only selected those users who have rated
two platforms. CMF merges the users across different platforms by identifying the
same user IDs, and it thus would increase the density of the data and improve the per-
formance. (3) FM and CMF achieve suboptimal performance, as compared with RMR,
since they do not leverage the extra textual content, which justifies the importance and
necessity of incorporating the textual information.

Results on the iPhone-iPad-iMac dataset are summarized in Table IV. We can observe
the following: (1) Our STAR model obtains the MAE of 0.5889 and the RMSE of 0.9261,
which gains improvements over SVD++, RMR, FM, CMF at 2.50%, 1.60%, 3.73%, 2.42%
in MAE, and 1.36%, 0.77%, 0.97%, 1.17% in RMSE, respectively. The results of p-values
confirm the statistically significant improvements. (2) The improvement of CMF over
SVD++ is not sufficiently obvious. The reason is that we selected the users who have
at least two ratings, while only 15.68% of the users have rating records at least on two
platforms. Thus, the performance of CMF is not very significant.

5.4. Handling Cold-Start Problems (RQ2)

5.4.1. New-User Cold-Start Problem. As illustrated in Section 3.5 and Figure 4, the new-
user cold-start problem refers to the existing user appearing on a new platform. We
conducted the experiment on the iPhone-iPad-iMac dataset. There exist 19, 116 users
who have ratings on at least two platforms, which is 15.68% of the whole 121, 905 users.
For each of these users, we first randomly selected one platform from those whereby
he/she has rating records, and removed the ratings on this platform. Thereafter, we used
the remaining ratings for training, and the removed ratings for testing. We repeated
this experimental settings five times and reported the average results. Since SVD++
regards the same user on different platforms as different users, it cannot handle new-
user cold-start problem. We compared our STAR method with these three approaches:
(1) RMR, (2) FM, and (3) CMF.

The results are displayed in Table V. From this table, we observed that STAR
achieves the MAE of 0.6849 and the RMSE of 1.0344, which gains improvements over
RMR, FM, CMF at 2.20%, 5.18%, 2.73% in MAE, and 2.34%, 3.24%, 4.07% in RMSE,
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Table V. Performance Comparison of Various Methods in Handling New-User
Cold-Start Problem

D. Cao et al.

Methods MAE RMSE p-value(MAE) | p-value(RMSE)
RMR 0.7003 £ 0.003 | 1.0592 £ 0.002 2.67e-09 3.97e-10
FM 0.7223 +£0.003 | 1.0690 £ 0.003 7.67e-11 1.05¢-10
CMF 0.7041 +0.004 | 1.0783 £0.003 1.10e-09 4.04e-11
STAR 0.6849 +0.003 | 1.0344 +0.003 - -

Table VI. Performance Comparison of Various Methods in Handling New-App
Cold-Start Problem

Methods MAE RMSE p-value(MAE) | p-value(RMSE)
CTR 0.8746 +£0.003 | 1.2310 £+ 0.003 6.76e-10 6.98¢-10
FM 0.9017 £+ 0.003 1.2452 +0.004 2.64e-11 1.76e-11
CMF 0.8736 +£0.002 | 1.2471+0.002 8.17¢-10 2.48e-11
STAR 0.8529 +0.002 | 1.2063 + 0.003 - -

respectively. The paired two-sample t-tests also support the conclusion of significant
improvements. These experimental results reflect that user interests are almost in-
variant across different platforms, and it is thus reasonable to leverage a user’s latent
factor on other platforms to help the rating prediction on a new platform.

5.4.2. New-App Cold-Start Problem. The new-App cold-start problem refers to such cases
that developers release an existing App on a new platform and the App has no ratings
on the new platform. We carried out experiments on the iPhone-iPad-iMac dataset.
The textual content used here is App descriptions. Each App exists on these three
platforms. For each App, we first randomly selected its one platform and removed the
ratings on this platform. The remaining ratings of each App were used for training, and
the removed ratings were used for testing. We repeated this experimental setting five
times and reported the average results. Both RMR and CTR are semantics enhanced
techniques, while CTR is a method to handle out-of-matrix cold-start problem, which is
the same in our scenario. So we used CTR to solve our new-App cold-start problem. FM
treats the platform as a context and the context information of new App can be obtained
from other Apps. CMF regards the App on all platforms as a single one and there is
enough information about the App on the known platforms. In brief, we compared our
STAR method with (1) CTR, (2) FM, and (3) CMF.

The comparison results are summarized in Table VI. The results show the following:
(1) Our STAR obtains the MAE of 0.8529 and the RMSE of 1.2063, which gains im-
provements over CTR, FM, CMF at 2.48%, 5.41%, 2.37% in MAE, and 2.01%, 3.12%,
3.27% in RMSE, respectively. The improvements are statistically significant. (2) CTR
outperforms FM and CMF, since textual content provides sufficient information about
the App in the new-App cold-start scenario.

5.5. User Preference on App-Platform (RQ3)

In our datasets, we only know user rated an App on a specific platform. However,
we are not sure whether the user likes the App on the platform he/she has rated as
compared with other platforms, or it is just the first platform that the user encounters
the App. To answer this question, we explored the prediction of user’s rating of an
App on the current platform (i.e., the platform that was rated on by the target user),
but also the prediction of the ratings on other platforms. If the rating prediction of
the current platform is statistically higher than other platforms, it demonstrates the
current platform is favored by the users.
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Fig. 9. Comparison of current platform and other platforms.

Table VII. Importance Comparisons of Common Features and Specific Features
on the iPhone-iPad Dataset

Methods MAE RMSE p-value(MAE) | p-value(RMSE)
¢STAR | 0.7771+0.004 | 1.0824 +0.003 7.57e-10 8.72¢-09
sSTAR | 0.7842 +0.003 | 1.1042 +0.002 2.37e-10 5.39¢-13
STAR 0.7560 + 0.003 | 1.0595 + 0.003 - -

For each App that each target user has consumed, we predicted the ratings for both
current platform and other platforms and compute the average results. Figure 9 shows
the average score of rating prediction results of our STAR model for both current
platform and other platforms of all users on the two datasets. We make the following
observations: (1) Our method favors the current platform better, which indicates that
our STAR model is effective toward the platform of an App that maximizes its chances
of being acquired by the target user. In other words, our model is able to recommend
platform-aware Apps. (2) The gap between rating predictions of the current platform
and other platforms on the iPhone-iPad dataset is larger than that of iPhone-iPad-iMac
dataset. This is due to the dataset construction strategy. In particular, in the dataset
construction process, we selected users who rated on two platforms on the iPhone-iPad
dataset; in contrast, we selected users who rated at least twice on the iPhone-iPad-
iMac dataset (according to our statistics, only 15.68% of the users rated on two or more
platforms). Obviously, users’ preference on the platform on the iPhone-iPad dataset is
easier to be captured compared with that of the iPhone-iPad-iMac dataset.

5.6. Justification of Common Features and Specific Features (RQ4)

In the overall performance comparison, STAR outperforms CMF in both datasets,
which demonstrates the importance of capturing common features and specific features
of Apps across different platforms. To further understand the influence of common
features and specific features of App latent factors, we performed experiments by
removing common features w; and specific features M, in Equation (4), separately.
For convenience, we used cSTAR to represent “STAR with common features only,” and
sSTAR to represent “STAR with specific features only.”

Tables VII and VIII show the results of importance comparisons of common fea-
tures and specific features. We make the following observations: (1) STAR outperforms
¢STAR, sSTAR 0f 2.71%, 3.60% in MAE, and 2.12%, 4.05% in RMSE on the iPhone-iPad
dataset, respectively. At the same time, STAR’s improvements over cSTAR, sSTAR on
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Table VIII. Importance Comparisons of Common Features and Specific
Features on the iphone-iPad-iMac Dataset

D. Cao et al.

Methods MAE RMSE p-value(MAE) | p-value(RMSE)
c¢STAR 0.6092 +£0.003 | 0.9364 £ 0.003 8.83e-10 2.13e-07
sSTAR 0.6299 £0.003 | 0.9471 +0.002 5.31e-11 1.24e-09
STAR 0.5889 +0.002 | 0.9261 + 0.003 - -
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Fig. 10. Top-N results of various numbers of negative samples for each user on the iPhone-iPad and iPhone-
iPad-iMac datasets.

the iPhone-iPad-iMac dataset are 3.33%, 6.51% in MAE, and 1.10%, 2.22% in RMSE.
The results illustrate that the combination of common features and specific features
significantly improved the performance. (2) ¢STAR outperforms sSTAR of 0.91% in
MAE and 1.97% on the iPhone-iPad dataset, 3.29% in MAE and 1.13% in RMSE on
the iPhone-iPad-iMac dataset. Obviously, common features have greater impacts than
specific features in our framework.

5.7. Evaluation of Top-N Recommendation (RQ5)

The optimization for recommender systems has long been divided into rating prediction
and top-N recommendation, which leads to two branches of evaluation metrics—error-
based (e.g., MAE and RMSE) and accuracy-based (e.g., recall and NDCG). According
to the conclusion drawn from Cremonesi et al. [2010], there is no monotonic relation
between error metrics and accuracy metrics. This means that even though a method
achieves a lower error rate for rating prediction, it does not necessarily mean it will
outperform other algorithms for the top-N recommendation. One of the key insights
is in the modeling of missing data, which is crucial for a model to obtain good perfor-
mance in ranking unconsumed items for users [He et al. 2016]. Since rating prediction
models [Hu et al. 2008; Koren 2010] account for observed entries only and forgo the
missing data, they may be suboptimal for the top-N task. As such, we resorted to mak-
ing some adjustments upon STAR to apply it to the top-N task. WMF [Hu et al. 2008]
is a top-N recommendation algorithm using only implicit feedback datasets, which is
based on collaborative filtering. We incorporated the core part of STAR (Equation (2))
into WMF, and denoted it as STAR-WMF. Meanwhile, CMF is also suitable for being
embedded into WMF, which just ties the same user on different platforms together, and
we denoted it as CMF-WMF. In addtion, nonpersonalized algorithm, Popular, is added
into the performance comparison, which ranks items by the number of ratings an item
has. As discussed in Section 5.1.2, WMF is time-consuming and memory-consuming
for large-scale data, which is caused by accounting for all missing data. Instead, we
sampled various numbers of missing data as negative samples for each user to approxi-
mate the result of WMF. And we found the performance of each method becomes stable
when the number of negative samples increases. Figure 10 reveals the performance of
algorithms with various numbers of negative samples for each user on the iPhone-iPad
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Table IX. Evaluation of Top-N Recommendation on the iphone-iPad Dataset

Methods Recall@100 NDCG®@100 p-value(Recall) | p-value(NDCG)
Popular 0.5227 £0.000 | 0.1757 & 0.000 1.58e-11 1.48¢-11
WMF 0.5695 +0.003 | 0.2158 £ 0.002 1.02¢-10 2.12e-09
CMF-WMF | 0.5696 & 0.002 | 0.2241 4 0.003 2.74e-08 3.66e-08
STAR-WMF | 0.5782 4+ 0.002 | 0.2321 + 0.003 - -

Table X. Evaluation of Top-N

Recommendation on the iphone-iPad-iMac Dataset

Methods Recall@10 NDCG@10 p-value(Recall) | p-value(NDCG)
Popular 0.6133 £ 0.000 0.5005 £ 0.000 6.21e-12 4.42¢-11
WMF 0.6686 +0.002 | 0.5321+0.003 3.12¢-09 9.19e-09
CMF-WMF | 0.6745+0.003 | 0.5379 4 0.004 2.38¢-08 1.63e-07
STAR-WMF | 0.6834 +0.003 | 0.5434 + 0.003 - -
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and iPhone-iPad-iMac datasets. We selected the best results for each algorithm on each
dataset to report the final comparisons.

Final results on the iPhone-iPad and iPhone-iPad-iMac datasets are shown in
Tables IX and X, respectively. From these tables, we can observe the following:
(1) STAR-WMF achieves the Recall@100 of 0.5782 and the NDCG@100 of 0.2321 on
the iPhone-iPad dataset, which gains improvements over Popular, WMF, CMF-WMF at
10.61%, 1.53%, 1.50% in Recall@100, and 32.10%, 7.55%, 3.57% in NDCG@100. Mean-
while, STAR-WMF outperforms Popular, WMF, CMF-WMF of 11.43%, 2.21%, 1.32% in
Recall@10, and 8.57%, 2.12%, 1.02% in NDCG@10 on the iPhone-iPad-iMac dataset.
The results show that STAR can also have a great performance in the top-N task when
it is embedded into a top-N recommendation algorithm. (2) Personalized algorithms
(WMF, CMF-WMF, and STAR-WMF) outperform nonpersonalized algorithm (Popular),
since the ranking result heavily depends on individual user’s preferences.

6. CONCLUSION AND FUTURE WORK

In this article, we presented a novel cross-platform App recommendation framework
via jointly modeling numerical ratings and textual content. Particularly, it improves
the performance of the rating prediction by capturing common features and distin-
guishing specific features of Apps across multiple platforms. It is capable of alleviating
the data sparsity problem via forcing common feature sharing across platforms, which
is particularly beneficial to less popular platforms. Meanwhile, it is able to solve the
new-user and new-App cold-start problems to a certain extent. To validate the effec-
tiveness of our proposed approach, we constructed two benchmark datasets. Extensive
experiments on the two datasets demonstrated the efficacy of our STAR method. We
also performed microanalysis to show how our method targets at particular platforms
of Apps, how the common features and specific features of Apps affect the results, and
how our framework performs in the top-N recommendation.

In the future, we plan to extend our work in the following three aspects: (1) Modeling
users implicit feedback on different platforms. Since implicit feedback (e.g., browsing
history, purchasing history) are richer and easier to collect than explicit ratings, it
will be more beneficial to model users’ implicit feedback. (2) Training topic models
and latent factor methods in a unified framework, which may further improve the
performance. (3) Realizing the App recommendation task in an online manner. Users’
personal interests change over time; so do the topics of reviews’ content of Apps. It
would be helpful to utilize users’ reviews to capture the dynamic changes of both users’
preferences and Apps’ features as has been studied in Zhang et al. [2014] and He et al.
[2015].
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