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Understanding unstructured texts is an essential skill for human beings as it enables knowledge acquisition.

Although understanding unstructured texts is easy for we human beings with good education, it is a great

challenge for machines. Recently, with the rapid development of artificial intelligence techniques, researchers

put efforts to teach machines to understand texts and justify the educated machines by letting them solve

the questions upon the given unstructured texts, inspired by the reading comprehension test as we humans

do. However, feature effectiveness with respect to different questions significantly hinders the performance

of answer selection, because different questions may focus on various aspects of the given text and answer

candidates. To solve this problem, we propose a question-oriented feature attention (QFA) mechanism, which

learns to weight different engineering features according to the given question, so that important features

with respect to the specific question is emphasized accordingly. Experiments on MCTest dataset have well-

validated the effectiveness of the proposed method. Additionally, the proposed QFA is applicable to various

IR tasks, such as question answering and answer selection. We have verified the applicability on a crawled

community-based question-answering dataset.
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1 INTRODUCTION

Languages are important tools for human beings to record their mind, life, and culture. Knowledge
accumulated in these records, often in the form of unstructured texts, is spread worldwide. Read-
ing comprehension skills enable readers to gain the deeper insights into and absorb these involved
knowledge. Yet, even for the same record, the amount and quality of knowledge perceived by dif-
ferent readers varies remarkably. The more passage content they understand, the more knowledge
they acquire. On the contrary, a smattering of knowledge may seriously confuse and even mislead
readers. Despite the importance of reading comprehension, it is a laborious and time-consuming
process. The average reading speed is 200 words per minute according to the statistic of dailymail,1

which means that it requires about 3h to read through the book of Hamlet without stopping.
To evaluate and improve the ability of reading comprehension, in most language examinations,

such as International English Language Testing System (IELTS), Test of English as a Foreign Lan-
guage (TOEFL), and Graduate Record Examination (GRE), reading comprehension is a compulsory
testing subject. Currently, most reading comprehension examinations are in the form of multiple-
choice question answering. Figure 1 displays a typical example. In this kind of examination, a text
is first presented to the examinees. They then read the text to comprehend its meaning. After that,
several multiple-choice questions follow up, and only one answer candidate is correct for each
question. The examinees are required to choose the correct answers based on their understanding
of the text. Different from traditional question answering (QA) [25, 28, 64], questions in reading
comprehension are hard to be correctly answered without knowing the context of the given texts.
Common sense is less helpful here, because answer cues are hidden in the original text. Consider-
ing questions Q1 and Q2 illustrated in Figure 1 as examples, we can never know who Sam is, what
Sam is going to do, or who Bill is without reading the short text. In light of this, people believe that
this kind of QA can well test the ability of reading comprehension.
Recently, lots of work has been done onmachine reading, which focuses on teachingmachines to

understand unstructured text, and let them answer related multiple-choice questions to judge their
reading comprehension ability [34, 41, 46, 56]. Most of them regard the task of answer selection
as a classification or ranking problem with feature engineering methods. Technically speaking,
the question and each answer candidate can be combined together to reconstruct a statement sen-
tence. For example, considering the questions in Figure 1, question Q1 combined with its answer
candidate “A” can be restated as the statement “Mom said Sam could not play because it was time for
a bath,” and question Q2 combined with its answer candidate “A” can be restated as “Bill is Sam’s
best friend.” In this way, the answer selection task is successfully converted into the problem of
finding the correct statement according to the given text. Prior work extracted various engineer-
ing features from the text-statement pairs, such as lexical features [46], dependency features [56],
and coreference features [42], and these engineering features are directly fed into regression or
classification models to infer the correct answer.
However, these existingmethodsmay be suboptimal, because the extracted engineering features

can hardly be efficiently utilized according to the given question. The structures of natural lan-
guage sentences are very complex and sophisticated. Even a simple sentence contains multi-aspect
information, e.g., the person, the time, and the reason. On the contrary, questions are usually very
simple and straightforward, and it is on only one or a few points of related sentences. An example
is illustrated in Figure 2. In this example, there is a sentence and it contains rich information, such
as people (Steve Jobs and SteveWozniak), organization (Apple Inc.), and time (1976). Questions Q1
and Q2 are two different questions about this sentence, but Q1 only focuses on “when” and Q2 is on

1The statistic is available at http://tinyurl.com/ydfcs59d.
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Fig. 1. Illustration of reading comprehension examination. To save some space, we deliberately omit some

irrelevant content of the text. The correct answers of Q1 and Q2 can be inferred from the red and blue parts,

respectively.

Fig. 2. Illustration of the challenge that different questions may focus on different features. Question Q1

and Q2 ask something about the same given sentence. The illustrated statement S1 and S2 are generated

according to the questions and their corresponding correct answers.

“whose.” Researchers have dedicated lots of feature engineering efforts to capture different kinds
of clues in the sentence, including but not limited to, part of speech matching [20, 30, 35], named
entity matching [37, 39, 59], and semantic matching [14, 32, 72]. Nevertheless, the effectiveness of
these features varies a lot when resolving different questions, and only a part of features are useful
to a given question. What is more, some useless features may even bring in noises and hence im-
pact the answer selection performance. For example, as shown in Figure 2, question Q1 focuses on
the time when the Apple Inc. was founded. According to the semantic role labeling result2 of the

2The semantic role labeling is implemented with the help of mate-tools NLP. The demo is available at http://homepages.

inf.ed.ac.uk/mroth/demo.html.
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original sentence and the statement3 S1, we find that the “TMP”4 argument matching feature
exactly indicates the correctness of the statement. In contrast, other features, e.g., A1 argument
matching, have less help. Different from Q1, Q2 focuses on the owner of the personal computer,
so the efficient features for these two questions are quite different. By analyzing the result of de-
pendency parsing,5 it is clear that the dependency of “nmod:poss”6 from “computer” to “Wozniak”
indicates the correct answer, and the n-gram matching of the sequence “Wozniak’s personal com-
puter” also provides the evidence, while other features, such as the “TMP” argument matching
used in Q1, may mislead the final decision. Whereas, in most existing work, these features are
equally treated among different questions and the importance of these features are not distin-
guished accordingly. Therefore, how to efficiently utilize these engineering features according the
given question is a vital problem to solve.
To solve this problem, we use the attention mechanism to automatically weight the extracted

engineering features according to the given question, and we propose a novel Question-oriented
Feature Attention (QFA) mechanism. In particular, it learns a weight distribution of engineering
features by deeply analyzing the given question, so that the importance of different features with
respect to different questions can be distinguished. To demonstrate the effectiveness of the QFA,
we propose a QFA-based answer selectionmodel, QFAReader. Specifically, It first pairs the question
and each answer candidate together to establish a statement candidate. After that, each sentence in
the text and the statement candidate are combined together to generate a sentence-statement pair
and for each of them, a rich set of correctness-oriented engineering features are extracted. These
extracted engineering features are then weighted with the QFA to distinguish their importance
and then merged together with a cross-sentence max pooling for the final decision. It is noted
that the proposed QFA and QFAReader is applicable to other IR tasks, such as answering selection
and search result ranking. By considering the content of the given question/query, the importance
of engineering features extracted from candidates can be effectively distinguished for follow up
answer selection and result ranking.
The main contributions of this article are threefold:

• As far as we know, this is the first work on feature-level attention mechanism. Different
from previous work on attention mechanisms that determine which sentence/word is more
important [15, 24, 29], our QFA automatically prioritizes different features according to
the given question/query, so that feature importance in different questions can be well
distinguished.

• We successfully apply the proposed QFA mechanism into the task of reading comprehen-
sion, and propose a QFA-based reading comprehension model, QFAReader, accordingly. It
first utilizes QFA to weight different engineering features according to the given question,
then uses the weighted feature to judge the answer correctness. In this way, features ex-
tracted for different questions can bemore efficiently utilized in the answer selectionmodel.

• Via extensive experiments on the MCTest dataset, we have well validated our QFA mecha-
nism and the QFAReader. In addition, to demonstrate their applicability, we have applied the
QFAReader to the task of answer selection, and the experiment is conducted on a real word
community-based question answering (cQA) dataset. As a byproduct, we have released our
code and data to facilitate other researchers.7

3The statement is constructed according to the question and the answer candidate A.
4“TMP” denotes the argument of time in semantic role labeling.
5The dependency parsing is implemented with Stanford CoreNLP. The online demo is available at http://corenlp.run/.
6“nmod:poss” denotes the relation of nominal modifier in dependency parsing.
7Our code and data are available at https://datapublication.wixsite.com/qfareader.
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The rest of this article is organized as follows. Section 2 describes the related work about QA,
reading comprehension, and attention mechanisms. Section 3 defines the reading comprehension
problem and details our extracted features and the proposed model. In Section 4, we present the
experimental results and analysis, and in Section 5, we applied the QFAReader to the task of cQA
answer selection, followed by conclusion and future work in Section 6.

2 RELATEDWORK

Our work is related to QA systems, reading comprehension, as well as attention mechanisms.

2.1 QA Systems

QA systems alleviate information overload by providing users simple and accurate answers. A
great many QA systems were developed for this purpose, by utilizing external sources to obtain
the correct answer. These systems can be roughly divided into three categories, according to the
type of external sources they use, i.e., document-basedQA, knowledge-basedQA, and Community-
based QA.
Document-based QA mainly focuses on open-domain questions, and it retrieves relevant sen-

tences or phrases from unstructed document corpus to answer the question. The TREC QA
track [54], initially from 1999, is a milestone. Most QA systems accomplish this task via pipeline
frameworks [25, 28, 64]. The questions are first translated into keyword queries to retrieve relevant
passages from the corpus. Then linguistic and statistical methods are utilized to extract answer
candidates from relevant passages, and these candidates are finally ranked based on aggregated
evidences and features to obtain the correct answer.
Different from document-basedQA, the knowledge-based one retrieves answers from structured

knowledge bases, e.g., Freebase, DBPedia, and Yago. Berant et al. [3] constructed the early system. It
represents the question with logical form and then retrieves the answer entity with the generated
logical form from the knowledge base. Following this, researchers explored various methods to
represent questions. For example, Bao et al. [2] represented the question with a incomplete-triple
form, i.e., (entity, relation, ?), where “?”denotes the missing entity, by a machine translation model,
then directly matched the answer entity in the knowledge base. Bordes et al. [6] introduced the
idea of representation learning with the knowledge-based QA. Following this idea, Yang et al. [65],
Bordes et al. [5], and Wei et al. [60] jointly represented question and knowledge base with vectors,
and inferred the correct answer by comparing the distance in the latent space. Dong et al. [18]
employed neural network structure to involve relation path, subgraph, and answer category into
the answer representation. Yao et al. [68] leverage external free text to reinforce the learning of
question embedding and knowledge embedding.
Community-based QA mainly focuses on selecting the most similar user-generated QA pairs

to the given question. Most researchers in this field explore the effectiveness of different features.
Surdeanu et al. [49] developed a set of NLP features, including answer content, similarity, and
translation probability. Cao et al. [8] utilized question category information to enhance the re-
trieval performance. Considering the property of community-based QA, user activities, user pro-
files, and social network features were exploited by Bian et al. [4], Zhou et al. [71], and Molino
et al. [33], respectively. Embedding features generated by neural networks have been explored by
Shen et al. [44] and Yin et al. [69] in recent years. Shah et al. [43] and Dalip et al. [16] summarized
these commonly used features and analyzed their effectiveness.
The problem of reading comprehension can be regarded as an extension of document-based QA.

The traditional document-based QA answers questions via retrieving answers from large corpus,
while the questions of reading comprehension only focus on the given passages. Therefore, the
traditional QA method can hardly be directly applied to this problem.

ACM Transactions on Information Systems, Vol. 37, No. 1, Article 6. Publication date: October 2018.
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2.2 Reading Comprehension

Studies on reading comprehension are still at the infant stage. According to the type of datasets
they utilized, existing methods can be divided into two categories, i.e., methods for multiple-choice
questions and for cloze-test questions.
The most typical dataset for multiple-choice questions is MCTest [41]. This dataset is small,

and most methods on this dataset used fixed and engineered features to represent the question-
answer pairs. They then employed pair-wise ranking models to select the correct answer. Smith
et al. [46] utilized simple lexical matching, and obtained good performance. Wang et al. [56] devel-
oped a rich set of features extracted from various natural language processing results, e.g., frame
semantic parsing, dependency parsing, and coreference resolution. Karthik et al. [34] explored the
effectiveness of discourse relations in the reading comprehension task. Sachan et al. [42] regarded
the reading comprehension as the textual entailment, and extracted a great many features from
the constructed answer-entailing structure. Word embeddings were also explored by Trischler
et al. [51], and they demonstrated that word embeddings contain rich useful information to com-
prehend the given text. Additionally, Wang et al. [55] noticed the data deficiency problem in the
MCTest dataset, and incorporated external sources to enhance the performance.
Different from multiple-choice questions, large-scale cloze-test questions, e.g., CNN and Dailly

Mail [21], CBT [22], and People Daily [15], can be automatically generated easily by randomly
removing entities from texts. Therefore, most existingwork on this kind of questions relies on deep
neural networks as the large-scale of the dataset. Hermann et al. [21] proposed two deep models,
i.e., Attentive Reader and Impatient Reader, inspired by the Memory Networks [61]. Attentive
Reader represents the text and the question with bidirectional LSTM, and applies a word token
level attention mechanism to emphasize the importance of different words. Impatient Reader goes
one step further by enabling the model to re-read the text as each question token is observed.
Chen et al. [10] simplified the Attentive Reader by incorporating the question embedding into
the passage embedding, and they obtained a significant improvement. Kadlec et al. [24] employed
pointer networks [53] to directly pick the answer from the text as opposed to computing the answer
using a blended representation of words. Dhingra et al. [17] proposed a Gated Attention Reader,
which utilizes the attentionmechanism to achieve themultiplicative interaction between the query
and the document. Motivated by the generative adversarial architecture, Yang et al. [67] use auto-
generated questions to reinforce the training of question answering model.
Most of these discussed reading comprehension methods can hardly dynamically weight fea-

tures according to the given question.When the answer selectionmodel is well trained, theweights
of different features are fixed. Question content in these models are usually used as engineering
features to evaluate answer correctness. So when it comes to answering new questions, differ-
ent features can hardly be distinguished accordingly. Distinct from these existing methods, our
proposed QFAReader deeply analyzes the content of questions and extract a feature attention to
distinguish feature, so that it is capable of emphasizing the useful features and understating useless
ones appropriately according to the given question.

2.3 Attention Mechanisms

Attention mechanisms are initially found in the human visual systems [11, 40]. Researchers found
that the salient region of human views dynamically comes to the forefront as we need, instead of
compressing entire image into a statistic representation. Inspired by this, attentionmechanisms are
successfully applied to machine translation [1, 29], image caption [31, 63], image QA [45, 66], and
reading comprehension [10, 21]. In particular, Bahdanau et al. [1] applied the attentionmechanisms
to the RNN decoder in machine translation. It emphasizes the corresponding source language

ACM Transactions on Information Systems, Vol. 37, No. 1, Article 6. Publication date: October 2018.
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word, when generating the target language word. Luong et al. [29] followed the work of Reference
[1] and extended the traditional attention mechanism. To reduce the time complexity of attention
mechanism, Luong et al. [29] proposed a local attention, which adds a sliding window and only
considers the words in the window. Xu et al. [63] proposed an end-to-end image caption model
with attention mechanism. It encodes the image into a set of feature vectors with a CNN, and
each vector is a representation corresponding to a part of the image. The attention mechanism
is then utilized to decide which part of the image weighs more when generating each word of
the caption. Yang et al. [66] added the attention mechanism into image question answering. They
encoded each part of the image into a feature vector with CNN, and encoded the question with an
LSTM. The representations of image and questions are fed into a single-layer neural network to
generate the attention distribution, which determines the useful part of the image for answering
the question. Shih et al. [45] proposed another attention-based image question answering model.
The image regions and the question are first represented into the same semantic space, then the
dot product between the question and the image region representation is used as the attention,
which selects the relevant part of the image. For reading comprehension, Hermann et al. [21] used
the attentionmechanism to select relevant words in the text, according to the given question. Chen
et al. [10] compared the embedding of the question and eachword to obtain the attention score. The
weighted combination of all word embeddings is then utilized to infer the correct answer. Besides,
attention mechanisms have been successfully applied in search engines to emphasize relevant
search items [26, 27, 47].

Attention mechanisms have the ability of selecting important information from context. How-
ever, most existing attentionmechanisms focus on selecting specific pieces, i.e., the relevant part of
images, some important words, and relevant sentences. Different from the previous work, our pro-
posed question-oriented feature attention is used to select useful features according to the given
question. As far as we know, this is the first work on feature-level attention mechanisms.

3 PROPOSED METHOD

In this section, we first formalize the reading comprehension problem and then summarize the
features we used. After that, we detail our proposed QFA mechanism. At last, we describe the
QFAReader model.

3.1 Problem Definition

Wefirst declare some notations. In particular, we use bold capital letters (e.g.,X) and bold lowercase
letters (e.g., x) to denote matrices and vectors, respectively. We employ non-bold letters (e.g., x ) to
represent scalars and curlicue letters (e.g.,X) as sets. If not clarified, then all vectors are in column
forms.
Reading comprehension requires machine to answer a series of questions according to the given

unstructed text. It can be treated as an extension of traditional QA systems. To successfully solve
this problem, reading comprehension requires not only the question and answer candidates but
also a text that the question is based on. This problem can be well formalized as follows. For
each question q, let A = {a1,a2, . . . ,aM } be the set of given answer candidates to the question
and T = {t1, t2, . . . , tN } be the corresponding unstructured text, where ai indicates the ith answer
candidate for q and tj indicates the jth sentence in the text T . The reading comprehension task is
then simplified as selecting the best answer ak ∈ A with the highest evidence given q, T , andA,
i.e., argmaxk P (ak |q,T ,A).

ACM Transactions on Information Systems, Vol. 37, No. 1, Article 6. Publication date: October 2018.
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Table 1. Examples of Rewriting Rules for Generating theQuestion-Answer Candidate Statements

Question Pattern Answer Type Rewritten Expression
Who V<(is|was|are|were)> (.+) Person $Ans $1 $2

What V<(is|are|was|were)> the (\S+) (of|for) (.+) $2 $2 $3 $4 $1 $Ans
When V<(is|was|are|were)> (.+) Year $2 $1 in $Ans

3.2 Statement Construction

In QFAReader, the question and its answer candidate are first reconstructed as a statement sen-
tence. For example, if the question is “Who is Sam’s best friend?” and the answer candidate is
“Katy ,” then the statement “Katy is Sam’s best friend” is constructed accordingly. The statement
encodes information from both the question and the answer candidate. In this way, solving the
question is switched to select the correct statement according to the given text.
To accomplish this goal, the rule-based method described in Reference [13] is utilized in this

article.8 Its pre-defined 198 manually constructed rewriting rules for different kinds of questions
are designed according to their prefix (e.g., when, where, and what). The rules are represented as
the form of regular expression, and some examples are listed in Table 1. In this table, $1, $2, $3, and
$4 denote parameters in question patterns and $Ans is the answer candidate for the question. Ac-
cording to the first rule in the table, the question “Who is Sam’s best friend?” and its corresponding
answer candidate “Katy” is able to construct the statement “Katy is Sam’s best friend.” Similarly,
the question “What is the name of the dog?” and its corresponding answer candidate “Max” can be
rewritten as the statement “Name of the dog is Max” according to the second rule in this table. In
the construction process, these rewriting rules are sorted by question prefix, and for each prefix,
the particular rules are listed higher than general ones. When a new question is observed, the
system checks the rule in the list in order until a match is founded.
With these constructed statements, the one sharing the most similar description to the text is

more likely to be correct. For example, in the given text displayed in Figure 1, the question Q2
and its four answer candidates can be converted into four statements, and the QFAReader should
select the statement “Bill is Sam’s best friend” as the most likely one.

3.3 Extracted Features

In this section, we describe the features extracted for the reading comprehension task. In
QFAReader, the answer candidates are judged by measuring the correctness of its correspond-
ing statement, we hence extract a rich set of linguistic features, and they can be roughly divided
into eight categories, namely, word-matching features, part of speech (POS) features, dependency
features, constituency features, named entity (NE) features, semantic role (SR) features, semantic
features, and coreference features.
To incorporate information from all sentences of the given text, these features are extracted

from every single sentence, instead of the whole text. However, the coreference severely impacts
the quality of features. There are a great many pronouns (e.g., he, she, and they), and the sentences
are hard to understand without indicating the reference of the pronouns, if only the current sen-
tence is considered. For example, when comparing the sentence “She made a big cake and hung
up some balloons” and the statement “Jessie got ready for the party, made cake and hung balloons,”
it is impossible to conclude that the statement is correct, as the original sentence does not tell us

8We utilized MCTest as the dataset in our experiments. The dataset provides the constructed statements for each question-

answer candidate pair, and these statements are constructed with this method.

ACM Transactions on Information Systems, Vol. 37, No. 1, Article 6. Publication date: October 2018.
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Fig. 3. The coreference resolution process before feature extraction. Some irrelevant contents of the text are

omitted. The red dot lines indicate the coreference relations between words.

whether “she” denotes “Jessie” or not. Therefore, we run a coreference resolution system for the
text, question, answer, and statement before the feature extraction process. We first concatenate
the given text, the questions, the corresponding answers, and the generated statements together.
Then, with the help of Stanford CorefAnnotator,9 the same coreference entities are found out and
then replaced by a common display name. Figure 3 illustrates an example of the coreference resolu-
tion process. In this figure, the red words denote the same person named “Sally,” so all of them are
replaced into “Sally.” After coreference resolution, sentences can be better processed with various
NLP tools, hence the extracted features are more reliable to judge the statement.
We now detail our extracted features. It is worth noting that all these features are extracted from

sentence-answer candidate pairs or sentence-statement candidate pairs.

3.3.1 Word-Matching Features. Word-matching features are widely used in traditional QA sys-
tems to evaluate the quality of the answers [16, 28, 49]. Richardson et al. [41] introduced them
into the reading comprehension task. Word-matching features measure the correctness of answer
candidates with the assumption that if there are more overlapping between the statement candi-
date and the question, the corresponding answer candidate is more likely to be correct. We hence
utilize the number of matched words and the ratio of matched words in the statement candidate
as two features. Sliding window has been demonstrated effective in measuring the correctness of
the answer candidate in previous work [41]. It measures the correctness of answer candidates by
matching a word sequence of several words instead of one word only, we hence add the number
of matched bi-grams and tri-grams between the statement candidate and the sentence into the
feature set. Considering the phenomenon of inflection in English (e.g., apple→apples, go→going,
and do→done), the sentence and the statement candidate are lemmatized,10 and the number of
matchedwords between the lemmatized sentence and the lemmatized statement candidate is added
into the feature set. Since the content of the answer is decisive in determining the correctness, we
hence extracte the aforementioned five features, i.e., the ratio of word matching, the number of
word matching, bi-gram matching, tri-gram matching, and lemmatized word matching, from the
sentence-answer candidate again. We thus have ten dimension word-matching features, and they
are listed in Table 2.

3.3.2 POS Features. POS can categorize words according to their grammatical properties. For
example, by analysing verbs in a sentence, we are able to get the action, occurrence, or state of
being the sentence described, and nouns denote the abstract or concrete entities in the sentence.
Therefore, words with different POS tags may hold different kind of information. Consequently, in
the reading comprehension task, classifying words by their POS tags can extract useful informa-
tion based on different questions. For example, some what-questions may focus on nouns, whereas

9The tool is available at https://stanfordnlp.github.io/CoreNLP/coref.html.
10Lemmatisation is used to identify the word’s dictionary form, e.g., apples→apple. The lemmatization is implemented

with the help of Stanford CoreNLP, which is available at https://stanfordnlp.github.io/CoreNLP/lemma.html.
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Table 2. Summary of Our Extracted Word-Matching Features

Features Description

# Statement Word Match
The number of words occurred in both the statement
candidate and the sentence.

% Statement Word Match
The ratio of words in the statement candidate that occurred
in both the statement candidate and the sentence.

# Statement Bi-gram Match
The number of continuous two words occurred in both the
statement candidate and the sentence.

# Statement Tri-gram Match
The number of continuous three words occurred in both the
statement candidate and the sentence.

# Statement Lemma Match
The number of lemmatized word occurred in both the
statement candidate and the sentence.

# Answer Word Match
The number of words occurred in both the answer candidate
and the sentence.

% Answer Word Match
The ratio of words in the answer candidate that occurred in
both the answer candidate and the sentence.

# Answer Bi-gram Match
The number of continuous two words occurred in both the
answer candidate and the sentence.

# Answer Tri-gram Match
The number of continuous three words occurred in both the
answer candidate and the sentence.

# Answer Lemma Match
The number of lemmatized word occurred in both the answer
candidate and the sentence.

some how-question may focus on verbs. Previous work on answer selection [16, 49] in QA systems
has demonstrated the effectiveness of POS features. Among all POS categories, four of them con-
tain the most important information of sentences, i.e., nouns, verbs, adjectives, and adverbs. We
hence extract POS features from sentence-statement candidate pairs by counting the number of
nouns, verbs, adjectives, and adverbs occurred in both the sentence and the statement candidate,
respectively. Newly added words have been used as a effective feature in previous studies of read-
ing comprehension task [34]. Motivated by this idea, the numbers of new nouns and new verbs
that appear in the statement but absent in the sentence are added into the feature set. Aforemen-
tioned matching features measure the coverage of the information in the statement, while these
newly added words tell us how much information is not mentioned in the current sentence and
may be hidden somewhere else. Similar to word-matching features, we also extract the POS fea-
tures from sentence-answer candidate pairs. Table 3 lists all POS features we extract and our POS
tag is annotated with the help of Stanford POS Tagger.11

3.3.3 Dependency Features. Dependency parsing aims at finding dependency relations among
words in the sentences, and it constructs a dependency tree for each sentence to represent its
syntactic structure. Figure 4 illustrates two examples of the dependency parsing. In the depen-
dency trees, verbs are taken as the center of the structure, and other words are either directly or
indirectly connected to the verb in terms of the directed links. It is hence convenient to analyze
sentences with free word order. As the examples illustrated in the figure, these two sentences have
the same meaning but with different descriptions. According to their dependency trees, the most

11Stanford CoreNLP POS Tagger is available at https://stanfordnlp.github.io/CoreNLP/pos.html.
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Table 3. Summary of Our Extracted POS Features

Features Description

# statement n. Match
The number of nouns occurred in both the statement
candidate and the sentence.

# statement v. Match
The number of verbs occurred in both the statement
candidate and the sentence.

# Statement adj. Match
The number of adjectives occurred in both the statement
candidate and the sentence.

# Statement adv. Match
The number of adverbs occurred in both the statement
candidate and the sentence.

# Statement New n.
The number of nouns that occurred in the statement
candidate but missed in the sentence.

# Statement New v.
The number of verbs that occurred in the statement candidate
but missed in the sentence.

# Answer n. Match
The number of nouns occurred in both the answer candidate
and the sentence.

# Answer v. Match
The number of verbs occurred in both the answer candidate
and the sentence.

# Answer adj. Match
The number of adjacents occurred in both the answer
candidate and the sentence.

# Answer adv. Match
The number of adverbs occurred in both the answer
candidate and the sentence.

# Answer New n.
The number of nouns that occurred in the answer candidate
but missed in the sentence.

# Answer New v.
The number of verbs that occurred in the answer candidate
but missed in the sentence.

Fig. 4. Illustration of dependency parsing results of two sentences.

important information of these two sentences, i.e., eat, picnic, kids, and hamburgers, can be easily
matched from the trees. As a result, the number of matched dependencies between the sentence
and the statement candidate are added into the feature set. It is worth noting that the matched
dependency means that for two given triple-form dependencies, i.e., (H, R, D), the head word H,
the dependent word D, and their dependency relation R are all matched. In dependency trees, dif-
ferent paths from the root to leaf nodes describe different aspect of the sentence. For example, the
path “eat→picnic→at” describes the location, while the path “eat→kids→these” denotes the in-
volved people. To fetch this kind of information in the sentences, the number of matched relation
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Table 4. Summary of Our Extracted Dependency Features

Features Description

# Dependency Match
The number of dependencies exist in both the statement candidate
and the sentence.

# Path Match
The number of dependency relation paths exist in both the
statement candidate and the sentence.

Longest Path Match
The number of nodes in the longest matched dependency relation
path.

Root Match
Whether the root node of the statement candidate and the sentence
is matched. The value is 1 if they are matched, and the value is 0
other wise.

Fig. 5. Illustration of constituency parsing results of two sentences.

paths and the number of involved nodes in the longest matched relation path are utilized as two
dependency features. Relation paths matching means all dependencies in the relation path are
matched. Since the root node of the tree acts as the structural center of the sentence, it contains
vital information of the sentence. Consequently, we compare the root nodes of the sentence and
the statement candidate, and added the root node matching into the dependency feature set. All
extracted dependency features are listed in Table 4, and all these dependency features are extracted
with the help of the Stanford dependency parser.12

3.3.4 Constituency Features. Different from dependency parsing, constituency parsing focuses
on organizing sentence words into a hierarchical structure according to the phrase structure gram-
mars. As the examples illustrated in Figure 5, the sentence words that can construct a phrase are
organized under the same subtree. Therefore, by analysing the structure of the constituency pars-
ing tree, we are able to get the substructure of the sentence. Intuitively, if the statement is judged
as correct according to the given sentence, they share more similar phrases (substructures). We
hence use the number of matched sub-trees between the answer candidate and the sentence as
a constituency feature. The sub-tree matching means that both the roots and the children are

12Stanford dependency parser is available https://stanfordnlp.github.io/CoreNLP/depparse.html.
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Table 5. Summary of Our Extracted Constituency Features

Features Description

# Sub-tree Match
The number of sub-trees exist in both the statement candidate and
the sentence.

# Node Match
The number of nodes in the largest matched matched sub-trees
between the statement candidate and the sentence.

Answer Sub-tree match
Whether the words in the answer candidate are all leaves of a
sub-tree in the sentence. If it is true, then the feature value is 1, else
the value is 0.

matched. Since a sub-tree in the constituency parsing usually represents a phrase in the sentence,
a larger sub-tree with more nodes means that more information is involved. Hence, if a larger tree
is matched, the statement is more likely to share the samemeaning with the sentence. For example,
in Figure 5, the sub-tree constructed with three words “a bunny toy” is matched between the two
given sentences, so they are more likely to describe the same content than the situation when only
a small sub-tree constructed with one word “toy” is matched. So, the number of nodes in the largest
matched sub-tree is added into the constituency feature set. As we discussed in word-matching
features, the answer content is decisive in determining the correctness, we hence assume that if
the words in the answer are matched with a phrase in the sentence, the answer is more likely to
be correct. As a result, the match between answer candidates and sub-tree leaf nodes in the sen-
tence is added into the feature set. We list all the extracted constituency features in Table 5. In this
article, the constituency parsing is implemented with the help of Stanford constituency parser13.

3.3.5 NE Features. Named entities usually denote the names of people, locations, and organiza-
tions. They play vital roles in measuring the correctness of the given statement, because the sen-
tence usually discusses something about the involved entities. Therefore, if the same named entity
appeared in both the sentence and the statement candidate, they are more likely to talk about the
same thing. So the number of matched named entities are used as the NE features. Considering the
MCTest dataset we utilize, the texts are children’s stories and they rarely contain organizations,
so only the number of matched names of people and locations are used in this work. Beyond the
name of people and locations, there are many statements and sentences talking about numbers
and datetimes, such as the sentence “Lisa is excited, because on Saturday, Whiskers turns two years
old.” To this end, whether there are matched numbers and matched datetimes are taken into con-
sideration as our NE features. The extracted NE features are listed in Table 6 and it is noted that
the recognition of named entity, number and datetime is implemented with the help of Stanford
NER classifier.14

3.3.6 SR Features. Semantic role labeling (SRL) is a traditional natural language processing task
aiming at detecting the semantic arguments associated with predicates and classifying them into
specific roles according to their grammatical functions. It has the ability to simplify the sentence
into a formalized structure. In particular, the analysis of a sentence contains two parts, i.e., the
predicates and the corresponding semantic arguments. These two parts jointly describe a complete
meaning of the sentence. The predicate is usually a verb, and it is the center of the sentence. As
a complementary, the semantic arguments describe different properties of the predict, such as the

13Stanford constituency parser is available at https://stanfordnlp.github.io/CoreNLP/parse.html.
14Stanford NER Classifier is available at https://stanfordnlp.github.io/CoreNLP/ner.html.
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Table 6. Summary of Our Extracted NE Features

Features Description

# People Match
The number of people’s names appeared in both the statement
candidate and the sentence.

# Location Match
The number of locations’ names appeared in both the statement
candidate and the sentence.

Number Match
Whether there are matched numbers between the statement candidate
and the sentence. If there are any, then the feature value is 1, else the
value is 0.

Datetime Match
Whether there is matched datetimes between the statement candidate
and the sentence. If there are any, then the feature value is 1, else the
value is 0.

Fig. 6. Illustrate semantic labeling results of two sentences. The red parts indicate the predicates of the

sentences and the blue parts indicate the corresponding arguments.

agent, the recipient, and the location. Figure 6 displays two examples of SRL. In these two examples,
they all contain one predicate, i.e., “live,” but it is notable that it is a common phenomenon that
a sentence contains more than one predicate, and different predicts describe different aspects of
the sentence. The first sentence describes three semantic arguments of the predicate “live,” i.e., the
datetime “now,” the agent “they,” and the location “in a house outside of the city,” and the semantic
arguments of the predicate “lives” in the second sentence are the agent “The family,” the datetime
“now” and the location “in the outside of the city.” We find that if two sentences have the same
meaning, the predicates and their corresponding semantic arguments have more overlapping. As
a result, for a given statement candidate and a sentence, the number of overlapped words in the
semantic argument of “Agent” (A0), “Recipient” (A1), “Other Objects” (A2-A5), “Datetime” (AM-
TMP), “Location” (AM-LOC), “Cause” (AM-CAU), “Purpose” (AM-ADV and AM-PNC), and other
arguments, are, respectively, used as SR features, when their predicates are matched. In some cases,
the predicates of the statement candidates and the sentences have the same meaning with various
words. For instance, in the sentence “Mandy likes making pictures of flowers” and the statement
candidate “Mandy likes to paint flowers,” the predicates “make” and “paint” hold the samemeaning.
The number of overlapped words in the semantic argument without considering the predicate
matching is hence added into the SR feature set. Since there are too many common semantic
arguments of A0-A5 for different predicates, the matched words of these arguments are very noisy
if the predicates are not considered. So only the overlappedwords of “datetime,” “location,” “cause,”
and “purpose” are utilized. All SR features utilized in this article are listed in Table 7. These SR
features are extracted with the help of mate-tools NLP.15

3.3.7 Semantic Features. Word embedding is widely used as semantic feature in various tasks,
such as answer selection [60], text classification [57], and retrieval [72]. It represents words with
a k-dimensional semantic space, where similar words are located closer to each other. To measure

15Mate-tools NLP is available at https://code.google.com/archive/p/mate-tools/.
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Table 7. Summary of Our Extracted SR Features

Features Description

# Pred. A0 Match
The number of matched words in the semantic arguments of A0
with the condition that their predicates are same.

# Pred. A1 Match
The number of matched words in the semantic arguments of A1
with the condition that their predicates are same.

# Pred. A2-A5 Match
The number of matched words in the semantic arguments of A2-A5
with the condition that their predicates are same.

# Pred. Location Match
The number of matched words in the semantic arguments of
AM-LOC with the condition that their predicates are same.

# Pred. Datetime Match
The number of matched words in the semantic arguments of
AM-TMP with the condition that their predicates are same.

# Pred. Cause Match
The number of matched words in the semantic arguments of
AM-CAU with the condition that their predicates are same.

# Pred. Purpose Match
The number of matched words in the semantic arguments of
AM-ADV and AM-PNC with the condition that their predicates are
same.

# Pred. Other Match
The number of matched words in other semantic arguments with
the condition that their predicates are same.

# Location Match
The number of matched words in the semantic arguments of
AM-LOC without considering their predicates.

# Datetime Match
The number of matched words in the semantic arguments of
AM-TMP without considering their predicates.

# Cause Match
The number of matched words in the semantic arguments of
AM-CAU without considering their predicates.

# Purpose Match
The number of matched words in the semantic arguments of
AM-ADV and AM-PNC without considering their predicates.

the semantic similarity between the statement candidate and the sentence, the cosine distance
between them in the semantic space is calculated as the semantic feature. The representation of
the statement candidate and the sentence is obtained by averaging the embeddings of their words.
In this work, we use the pre-trained 300-dimensional GloVe word embedding16 to calculate the
cosine distance.

3.3.8 Coreference Features. As we have mentioned that coreference is essential in reading com-
prehension, and we utilize coreference resolution to replace the pronouns with their referred en-
tities. Besides, the coreference can link different sentences and the statements by referring the
their mentions into the same entity. Different from the named entity matching, the coreference is
able to recognize other entities besides people’s name. For example, in the sentence “Lauren gives
Lulu her lamb to sleep with” and the statement “Lauren gives her the lamb and Alan gives her his
blanket,” the mention “lamb” denotes the same one. To fetch this kind of relations between the
sentence and the statement candidate, the number of linked coreferences between them is used as
a coreference feature. If there are multiple entities sharing the same coreference, then we count
them only once. Since the answers are decisive to decide the correctness, the linked references

16The word embeddings are available at https://nlp.stanford.edu/projects/glove/.
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Table 8. Summary of Our Extracted Coreference Features

Features Description

# Statement Coref.
The number of linked coreference entities between the statement
candidate and the sentence.

# Answer Coref.
The number of linked coreference entities between the answer
candidate and the sentence.

Fig. 7. Schematic illustration of the question-oriented feature attention mechanism.

between the sentence and the answer candidate are also considered as another coreference fea-
ture. All our extracted coreference features are list in Table 8.

3.4 Question-Oriented Feature Attention Mechanism

In this article, we assume that different questions may focus on different aspects of information
conveyed by the text. Therefore, we propose the QFA mechanism to identify the core information
related to the given question, so that the information can be better used.
To solve questions according to the given text, a rich set of features for each sentence-statement

pair are extracted. It is well known that different features encode different information. Selecting
valuable information is to capture the useful features and omit the others. This is somehow similar
to the traditional attentionmechanisms as they both automatically select useful information for the
specific task. But the main difference between traditional attention mechanism and the proposed
QFAmechanism is that the former focuses on selecting important sentences or words with respect
to the given task, while the later selects useful features according to the given question.
The overall framework of QFA is illustrated in Figure 7. In particular, the model generates the

feature attention according to the given question. The extracted features are then weighted by the
feature attention. At last, these weighted features are fed into answer selection models for further
inference.
As to infer the feature attention, the Recurrent Neural Network (RNN) is employed in this work.

RNN is widely utilized to model sequence data, such as sentences, and it has been demonstrated
powerful to capture the semantic meaning of language in verious tasks [24, 50, 52]. It is widely
accepted that some extension models, such as long short-term memory network (LSTM) and bidi-
rectional RNNs, is superior to classical RNN in representation, but due to the small dataset we
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utilize in our experiments (We utilize MCTest in this article, and it will be discussed later.), we
simply employ the classical RNN in this article to alleviate the overfitting problem.
Formally, in QFA, a question q with T words is represented as a sequence of word embeddings,

i.e., Q = {q1, q2, . . . , qT
}
, where qt denotes the k-dimensional word embedding of the t th word in

q. In this work, we use the pre-trained word embeddings by GloVe17 [38]. These embeddings are
sequentially fed into the RNN. It is represented as

ht = σ (Wihqt +Whhht−1 + bh ) , (1)

where ht and ht−1 are, respectively, the output states of the t th and the (t − 1)th hidden units,
Wih is the weight matrix from the input to the hiden unit,Whh is the weight matrix between two
hidden units, bh is the bias vector of the hidden unit, and σ (·) is the activation function. Once the
last word of the question is fed into the model, the output state of the hidden unit hT is sent to the
output layer to generate the feature attention a as follows:

a = softmax (WhohT + bo ) , (2)

whereWho is the weight matrix from the hidden unit to output, bo is the bias vector of the output
layer, and hT is the output state of the last hidden layer. We expect that the RNN model is able to
automatically learn the pattern of feature distribution according to the semantic information in the
question, so that when a new question is observed, it can output a corresponding distribution of

the feature importance. It is noted that the softmax function, i.e.,yj =
ezj∑M

m=1 e
zm

, is employed as the

activation function. This is because its output is naturally a distribution, and it is thus reasonable
to distinguish the importance of different features with a softmax function.
Suppose we extractM different features from each sentence-statement pair, we thus have aM-

dimensional feature vector x to infer the correct answer. To emphasize the important features, we
weight these features by the feature attention as follows:

x̂ = a � x, (3)

where � denotes the element-wise multiplication of feature attention a and feature vector x. The
weighted features are then used for further answer inference. By integrating feature attentions, the
weighted features are capable of distinguishing the useful features from the useless ones according
to the given question. It is noted that the proposed QFA is trained together with answer selection
model. Therefore, sentence and statement information is back propagated via gradients. In this
way, the well-trained QFA is able to distinguish engineering features according to the given new
question.

3.5 The Proposed QFAReader Model

In this section, we detail our proposed reading comprehension model, QFAReader. It utilizes the
aforementioned QFA to efficiently harvest the extracted features. Additionally, to judge the answer
according to multiple sentences in the given text, we assume that each sentence in the text may
contain incomplete yet useful information to select the correct answer. Even though some sim-
ple questions can be directly inferred from one single sentence of the text, other sentences may
still convey rich information to indicate the correct answer indirectly. In this way, some complex
questions, requiring multiple sentence to infer the correct answer, can be solved.
In light of this, the text T is split into sentences, i.e., T = {t1, t2, . . . , tN }. We regard the state-

ment and every single sentence tn pair separately, and the final decision is made by jointly consid-
ering all these sentences at last. The overall structure of the QFAReader is illustrated in Figure 8.

17The word embeddings are available at https://nlp.stanford.edu/projects/glove/.
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Fig. 8. Framework of the proposed QFAReader. The QFA-weighted features for sentence-statement pairs

are first transformed into a latent space with a fully connected layer, and then merged together with cross-

sentence max pooling. The likelihood of the statement is finally predicted with a perceptron.

In QFAReader, we extract a rich set of features for each sentence-statement pair to measure the
correctness of the statement. These features are then weighted by the proposed QFA as described
in Section 3.4. The weighted feature vector for the ith statement candidate and the nth sentence
is denoted as x̂in , and they are transformed into the latent space with a fully connected layer as
follows,

hin = σ (Wh x̂in + b) , (4)

where hin = [h1in ,h
2
in , . . . ,h

D
in]

T ∈ RD is a D-dimensional representation of x̂in in the latent space,
Wh is the weight matrix, b is the bias vector, and σ (·) is the activation function. In this work, we
utilize ReLU as the activation function due to its fast speed during optimization. Via this transfor-
mation, high-level feature patterns are extracted from the original surface features, and they are
more efficient to describe inherent information in sentence-statement pairs.
For reading comprehension, we assume that all sentences in the text contain information for

solving the given question, yet their importance varies a lot. For example, when solving the ques-
tion “Where did the school have the picnic?” according to two given sentences “The whole school
went outside” and “They had a picnic to celebrate Ana winning,” we find that the first sentence con-
tains more information about the “location” of having the picnic, whereas the second one is more
likely to tell us the “reason” of having this picnic. Even QFA have the ability to distinguish feature
importance, the learned feature attention is assigned to all sentences in the passage. Therefore, for
a given question, different sentences in the same passage have the same feature weight distribu-
tion and the same features are emphasized. It means that the “location” and “reason” information
is simultaneously emphasized for all sentences in the example. Actually, the “reason” in the first
sentence and the “location” in the second sentence may be less useful. To fuse these sentence-
statement pairs together to infer the correctness of the statement, we construct the latent rep-
resentation of the text-statement candidate pair hi = [h1i ,h

2
i , . . . ,h

D
i ]

T ∈ RD with cross-sentence
max pooling, which incorporate the latent representation of all sentence-statement candidate pairs
simultaneously, where hki indicates the kth element in hi . In the cross-sentence max pooling, the

max value of all the kth elements among {hin |n = 1, 2, . . . ,N } is selected as hki . It is formulated as

hki =maxn
({
hkin |n = 1, 2, . . . ,N

})
, (5)
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where N is the number of sentences in the text. This is somehow similar as the traditional max
pooling technique in the convolutional neural network, which filters out the most important in-
formation among different regions [66]. By selecting the largest value in the same latent space,
the generated representation of the text-statement candidate pair only maintains the most useful
information for solving the given question.
In the light of this, all the sentence-statement pairs are encoded into one text-statement pair.

And it is used to predict the correctness of the statement candidate with a perceptron model. It is
formulated as

yi = σ (Wohi + bo ) , (6)

whereWo , bo , and σ (·) are the weight matrix, the bias vector, and the activation function, respec-
tively. The output yi denotes the correctness of the ith statement candidate, and a larger value
indicates the statement is more likely to be correct. Therefore, given the question Q, the extracted
features for each sentence-statement candidate X = {xin |i = 1, 2, . . . ,M ;n = 1, 2, . . . ,N }, and pa-

rameters θ of the model, the index of the predicted correct answer î for a new question q, text T ,
and answer candidates A = {a1,a2, . . . ,aM } is given by

î = argmax
i

f (Q, {xin |n = 1, 2, . . . ,N }|θ ), (7)

where f (·) denotes our proposed QFAReader. Since features for all sentences of the text are fed
into the model simultaneously, the sentence index n can be omitted for simplification, and we
hence rewrite f (Q, {xin |n = 1, 2, . . . ,N } as f (Q,Xi ).

To optimize QFAReader, given the training samples {Qk , {xin |n = 1, 2, . . . ,N }k , i∗}K
k=1

, where
i∗ is the index of the correct answer, and K is the number of training samples, we minimize the
pair-wise hinge loss function L,

L =
K∑

k=1

[
− f (Qk ,Xk

i∗ ) + ϵ +max
i�i∗

f (Qk ,Xk
i )
]
+
, (8)

where [x]+ denotes the positive part of x and ϵ > 0 is a margin hyperparameter.Xi∗ is the features
extracted based on the correct answer and the text, and Xi is the features extracted according to
the incorrect answer and the text. In the answer selection task, there are only one correct answer
and multiple incorrect ones for the given question. To balance the number of positive and nega-
tive samples, we consider the main idea of support vector machine, which determine the decision
boundary according to the data points closest to the decision boundary. Therefore, in QFAReader,
we use the correct answer as the positive sample and the incorrect one with the highest score as
the negative sample in each iteration [42, 51, 56]. It is noted that the negative sample involved
in model training may changed in different iterations, as the likelihood scores for all samples are
keep changing during the training process.
When it comes to optimization, stochastic gradient descent (SGD) [34] is employed. The param-

eters we have to learn are the weight matrices and bias vectors in QFA (i.e., Wih , Whh , Who , bh ,
and bo ) and QFAReader (i.e.,Wh ,Wo , b, and bo ). It is worth noting that to minimize the impact of
overfitting problem, dropout [48] is adopted to the RNN model and the weight decay are used for
all learnable parameters.

4 EXPERIMENTS AND RESULTS

In this section, we present our experimental results to demonstrate the effectiveness of the pro-
posed feature attention mechanism and QFAReader in the reading comprehension task.
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Table 9. Statistics of MC160 and MC500 Datasets

Dataset # texts # Questions
TRAIN DEV TEST Total TRAIN DEV TEST Total

MC160 70 30 60 160 280 120 240 640
MC500 300 50 150 500 1,200 200 600 2,000

4.1 Dataset Description

In this article, we focus on selecting the correct answer to a multiple-choice question and
MCTest [41] fits the task well. MCTest is a reading comprehension dataset with a set of texts
and associated questions. These texts are fictional children’s stories so that the answers cannot be
obtained without the texts. In this dataset, each text has four multiple-choice questions, each with
four answer candidates, and only one answer is correct for each question. There are two subsets
in MCTest, i.e., MC160 and MC500, and they contain 160 and 500 texts, respectively. These texts
are divided into training set, development set, and testing set as shown in Table 9.

4.2 Evaluation Metric and Baselines

Accuracy is used as the metric in this work. It reports the ratio of questions that are correctly
answered by the system. There are two kinds of questions in the dataset, i.e., “one” and “multiple”.
The “one” questions are answerable with a single sentence from the text, while the “multiple”
questions require the context of multiple sentences. Beside the overall accuracy of all questions,
the accuracy of these two kinds of questions are also reported separately in the experiments.
To verify the effectiveness of our proposed QFAReader, we compared it with the following

baselines.

• Sliding Window [41]: This method is proposed by MCTest dataset provider. It uses a sliding
window over texts to compare the similarity between the text and the question-answer
candidate pair. The answer candidate most similar to the text is regarded as the correct
answer.

• Sliding Window+Word Distance [41]: This is an extension method of Sliding Window. It
subtracted the word distance-based score from the sliding window-based score to arrive at
the final score. Similar to the Sliding Window, a larger score indicates the answer candidate
is more likely to be correct.

• Sliding Window+Word Distance+RTE [41]: Similar to our QFAReader, this method trans-
forms the question and the answer candidates into statements with a rule-based method.
Sliding window and word-distance-based methods are then utilized to measure the similar-
ity between the statement and the text.

• Logistic Regression: This is a point-wise learning to rank method, and it is widely used in
traditional answer selection or answer ranking problems [43]. In this method, we use the
mean value of the features extracted from different sentence-statement pairs as the feature
of the text-statement pair. The classification model tries to separate the correct statement
from others.

• RankSVM [23]: This is the most widely used pair-wise learning to rank method. It combines
the correct answer candidate and each incorrect one as an ordered pair, and then uses the
SVM model to find the correct order. Similar as Logistic Regression, the representation of
text-statement pair is constructed by averaging the features from all sentence-statement
pairs. RankSVM is implemented with the help of existing tool, SVMRank.18

18SVMRank is available at http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html.
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• ListNet [9]: This is a list-wise learning to rank method, and it uses a neural network to
directly optimize the list-wise ranking loss. The features used in this method are similar as
Logistic Regression and RankSVM. ListNet is implemented with the help of existing tool,
RankLib.19

• Smith et al. [46]: This method extends the sliding window baseline. It scores each answer
by making multiple comparisons between the text and the QA pair by ranging the window
size from two to 30. The final evaluation score is the sum of the obtained scores.

• Sachan et al. [42]: This method assumes that there are answer-entailing structures repre-
senting the correctness of the statement and the answer-entailing structures are composed
of the snippets from the text. A latent structural SVM is learned to minimize the distance
between answer-entailing structure and the statement.

• Wang et al. [56]: This method compares the similarity between the text and the statement
constructed from the question and the answer candidate. A rich set of syntax features, frame
semantic features, andword embedding features are extracted and fed into a pair-wise rank-
ing model to select the correct answer.

• Yin et al. [70]: This method uses convolutional neural network to obtain the representation
of every sentence in the text. Then it employs the attention mechanism to emphasize im-
portant sentences and merges the sentence representation as a overall representation. The
overall representation is finally used to select the correct answer.

• Trischler et al. [51]: This method constructs a parallel-hierarchical neural network. Word
embeddings of sentences and QA pairs are fed into the model in two different perspectives,
i.e., semantic andword-by-word. Theword-by-word perspective consists of three views, i.e.,
sentential, sequential sliding window, and dependency sliding window. These components
evaluate the similarity between the text and the QA pairs simultaneously.

4.3 Overall Performance

We first compared our QFAReader with the aforementioned baselines on MC160 and MC500
datasets. The parameters were carefully tuned according to the performance on the develop-
ment set and the accuracy on the testing set are reported. The overall performance is summa-
rized in Table 10. It is worth noting that the performance of baselines are reported according
to the corresponding publications. From the table, we have the following observations: (1) Our
proposed QFAReader outperforms all baselines on the MC500 dataset, whereas on the MC160,
there is a small gap compared with Sachan et al. (2015) and Wang et al. (2015) in “multiple”
questions. The gap is mainly caused by the limited size of the MC160 data. Since the neural
network is employed in QFAReader, the model is easy to be overfitting when only few train-
ing data are observed. When sufficient training data (i.e., MC500) are utilized, QFAReader out-
performs other baselines in both “one” and “multiple” questions. This shows the effectiveness
of our proposed QFAReader in the reading comprehension task. (2) Compared the performance
on “one” and “multiple” questions, all methods including our QFAReader achieve higher accu-
racy on “one” questions over both MC160 and MC500 datasets. This is because that most “one”
questions can be answered by simply comparing the similarity between the text and the QA
pair, while “multiple” questions are much more complex. Beside comparing sentence similari-
ties, reasoning and inference are required to resolve “multiple” questions. (3) When comparing
our QFAReader with other baselines in different questions, we find that QFAReader obtains a
larger performance enhancement on “one” questions. This is because that most extracted features
used in QFAReader are used to measure the similarity between the sentence and the statement

19RankLib is available at https://sourceforge.net/p/lemur/wiki/RankLib/.
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Table 10. Overall Performance Comparison Among Different Baselines

Methods MC160 Accuracy (%) MC500 Accuracy (%)
One Multiple All One Multiple All

Sliding Window 64.73 56.64 60.41 58.21 56.17 57.09
Sliding Window+Word Distance 75.89 60.15 67.50 64.00 57.46 60.43

Sliding Window+Word Distance+RTE 76.78 62.50 69.16 68.01 59.45 63.33
Logistic Regression 71.43 60.94 65.83 68.01 58.84 63.00

RankSVM 73.21 61.72 67.08 68.38 59.45 63.50
ListNet 74.11 60.94 67.09 68.01 59.76 63.50

Smith et al. (2015) 78.79 70.31 75.77 69.12 63.34 65.96
Sachan et al. (2015) — — — 67.65 67.99 67.83
Wang et al. (2015) 84.22 67.85 75.27 72.05 67.94 69.96

Trischler et al. (2016) 79.46 70.31 74.58 74.26 68.29 71.00
Yin et al. (2016) 63.3 62.9 63.1 54.2 51.7 52.9
QFAReader 84.82 67.97 75.83 78.31 68.69 73.00

candidate. These features are much more appropriate to solve “one” questions. Therefore, with the
help of the proposed feature attention mechanism, these features can be more effectively utilized
to enhance the performance. While “multiple” questions require more reasoning and inference,
and therefore, more complex features are required. (4) QFAReader and learning to rank methods
(i.e., Logistic Regression, RankSVM, and ListNet) utilize the same features to select answers. From
the table, we observe that QFAReader outperforms these three learning to rank methods. This is
mainly because that they cannot distinguish feature importance according to different questions,
and they cannot fuse features from different sentence effectively. (5) Among all baselines, Sliding
Window, Sliding Window+Word Distance, and Sliding Window+Word Distance+RTE only utilize
simple word matching, while other methods are mostly based on feature engineering. We find that
the latter methods outperform the former ones. This illustrates the effectiveness of the features
they utilized. It is notable that, most of features used in our QFAReader are designed according to
them, so it shows the reasonability of our features in a sense. (6) The main difference between the
baseline SlidingWindow+Word Distance and the baseline SlidingWindow+Word Distance+RTE is
that the later utilizes the constructed statement to calculate the answer score, instead of using the
concatenated QA pair directly. The better performance of Sliding Window+Word Distance+RTE
demonstrates that transforming QA pairs into statements is more effective in the reading compre-
hension task.

4.4 Feature Attention Analysis

In our QFAReader, the feature attention mechanism is utilized to emphasize important features
according to the given question. This can be regarded as a feature selection mechanism by valu-
ing the useful information more. To demonstrate the effectiveness of the proposed feature atten-
tion mechanism, we compared the QFAReader with two methods with different feature selection
mechanisms, i.e., Without QFA, L1 norm, PCA, linear regression, logistic regression, and LSTM.
WithoutQFA is modified from QFAReader by removing the feature attention mechanism. The ex-
tracted features are fed into the answer selection model directly. This method does not distinguish
the importance of different features. L1 norm is a widely used feature selection method [36]. It
automatically finds important features by regularizing the feature weight in the answer selection

ACM Transactions on Information Systems, Vol. 37, No. 1, Article 6. Publication date: October 2018.



From Question to Text: Question-Oriented Feature Attention for Answer Selection 6:23

Fig. 9. Performance comparison w.r.t. different feature selection methods on MC160 and MC500 datasets.

model. Principal Component Analysis (PCA) algorithm is a widely used feature selection method
in data pre-processing. It selects the most representative features from the feature set and discards
the redundant ones. In the PCA method, we first selected the most important features with PCA
algorithm,20 then utilized the pre-processed features to select the correct answer with the answer
selection model as WithoutQFA. Linear regression, logistic regression, and LSTM are most widely
used regression and classification models for various tasks. We hence replaced the RNN-based
QFA with a linear regression, a logistic regression, and an LSTM, respectively. Linear regression
and logistic regression use the average value of question word embeddings as the input, and the
output is used as the feature attention. The question word embeddings are sequentially fed into
LSTM to calculate the feature attention. The linear regression, logistic regression , and LSTM are
jointly optimized with answer selection model, similar as QFAReader. The results are displayed in
Figure 9. From the figure, we have the following observations: (1) Compared with WithoutQFA,
L1 Norm and PCA performs better in both MC160 and MC500 dataset. This demonstrates that
distinguishing feature importance plays vital role in reading comprehension task. By using PCA
or L1 norm, important information in the feature set is reserved and redundant one is discarded,
so it is able to get a better performance. (2) QFAReader, linear regression, logistic regression, and
LSTM have better performance than L1 Norm and PCA. Different from traditional feature selec-
tion methods (e.g., L1 Norm and PCA), QFA-based methods (e.g., QFAReader, Linear, Logistic, and
LSTM) select important features according to the given question. Since different questions may
focus on different aspect of the text, traditional answer selection methods can hardly select the
real important features, since question contents are ignored. This demonstrates that question con-
tents have important information to find useful features, and distinguishing the feature importance
according to the given question is effective to select correct answers. (3) QFA-based methods per-
form better on both MC160 and MC500 datasets. This demonstrates that the QFA mechanism is
useful to enhance the performance even when only few questions are observed. (4) No matter in
“one” questions or “multiple” questions, QFA-based methods achieve a significant improvement
compared with L1 Norm, PCA, and WithoutQFA. This demonstrates the applicability of the QFA
mechanism. It is able to enhance the effectiveness of feature utilization in answering both “one”
and “multiple” questions. (5) From the comparison among QFAReader, Linear, Logistic, and LSTM,
we find that QFAReader has a slight lead, but the gap is quite narrow. This shows that both neural

20The PCA algorithm is implemented with the help scikit learn. It is available at http://scikit-learn.org/.
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Fig. 10. Performance comparison w.r.t. different sentence merging methods on MC160 and MC500 datasets.

methods and traditional regression methods are able to distinguish feature importance accord-
ing to the question content, but RNN is more appropriate to capture the sequence information in
the question. (6) QFAReader and LSTM achieve similar performance on MC500 dataset, but their
performance gap is much larger on MC160 dataset. RNN and LSTM are all effective in capturing
semantic information of complex questions, but LSTM is more likely to overfit on a small dataset.

4.5 Sentence Merging Analysis

In QFAReader, the max pooling cross different sentence-statement pairs is utilized to generate the
latent representation of the text-statement pair. In this experiment, we explored three different
methods to obtained the latent representation of text-statement pair, i.e., Mean Pooling, Dot At-
tention, and General Attention. (1) Different from theMax Pooling utilized in QFAReader, Meaning
Pooling utilizes the average value of the latent represent representations of all sentence-statement
pairs to represent the text-statement pair. (2) Dot Attention is a widely adapted attention mech-
anism [29, 45]. It uses the dot product between the rectorial representations of the sentence and
the statement to calculate the sentence weight, i.e., hTt hs . Then the weighted sum of the latent
representation of all sentence-statement pairs is used as the text-statement pair. It is worth noting
that the vectorial representations are calculated by the pre-trained word embeddings. (3) General
Attention is another attention mechanism and it is more powerful than Dot Attention [29]. Dif-
ferent from Dot Attention, this method learns a weight matrix Wa to map the sentence and the
statement into the same space and calculates the attention, i.e., hTt Wahs . Similar to Dot Attention,
the vectorial representations are obtained by the pre-trained word embeddings.
Figure 10 displays the comparison result. From the figure, we observe the following: (1) Max

Pooling performs the best among the others. This demonstrates that Max Pooling is effective in
capturing themost important information among different sentences. (2) The performance ofMean
Pooling is not as good as others. This is because that not all of the QFA-emphasized informa-
tion is useful to answer the question as we described in Section 3.5, and most sentences contain
noise for the answer inference. Therefore, mean pooling may fuse the features of less importance
into the text-statement pair representation. (3) Max Pooling performs better than attention mech-
anisms, i.e., Dot Attention and General Attention. This is because attention mechanisms select
useful sentences and emphasize all information in the selected sentences, while Max Pooling only
selects useful information from different sentences. This supports our second assumption that each
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Table 11. Performance Comparison w.r.t. Removing Different Features

Feature Set MC160 Accuracy (%) MC500 Accuracy (%)
One Multiple All One Multiple All

All Features 84.82 67.97 75.83 78.31 68.69 73.00

−Word Matching 75.89 64.06 69.58 74.63 63.11 68.33
− POS 81.25 66.41 73.33 75.74 64.02 69.33

− Dependency 74.11 63.28 68.33 71.69 60.06 65.33
− Constituency 79.46 64.84 71.67 78.31 64.94 71.00

− NE 81.25 64.06 72.08 72.06 60.37 65.67
− SR 81.25 68.75 74.58 77.57 66.77 71.67

− Semantic 78.57 67.19 72.50 74.63 64.33 69.00
− Coreference 80.36 65.62 72.50 76.10 67.07 71.17

sentence in the text may provide incomplete yet useful information to infer the correct answer,
hence impact the performance. (4) Comparing these two attention mechanisms, we find that Dot
Attention performs better on theMC160 dataset and General Attention performs better onMC500.
This is because that the number of questions in MC160 is quite limited and General Attention con-
tains many trainable parameters, so it is more likely to be overfitting on MC160 dataset.

4.6 Feature Analysis

In QFAReader, a rich set of features were extracted to measure the correctness of the answer and
these features are divided into eight categories. To demonstrate the effectiveness of these features,
we separately removed each category from the full feature set and evaluated the performance.
The results are displayed in Table 11. It is observed that the model performs the best when all
features are involved, and removing any feature category undermines the performance. This re-
veals that every feature category contains useful information to measure the correctness of the
answer candidate. By comparing these feature categories, we find that if the dependency features
are removed, the accuracy drops significantly in both MC160 and MC500 dataset. This suggests
that the dependency features contribute most among all these eight categories.

4.7 Case Study

To gain insight into our model and reveal further research, we selected three questions from
MCTest and visualized their feature attention calculated by QFAReader. The examples are listed in
Table 12 and their corresponding feature attentions are shown in Figure 11. From the weight dis-
tribution, we find that features of Tri-gram Matching, # Statement Verb Matching, and # Sub-tree
Matching have larger feature weights compared with other features in all these three examples.
This demonstrates that these three features are relatively important to distinguish answer cor-
rectness, and this is somehow consistent with the result of feature analysis in Table 11. In the first
example, the question asks about Millie’s thought, and feature attention shows that to answer this
question, the feature of # Statement Verb Matching plays the most important role. By analyzing
its answer candidates, we find that the emphasized features are more likely to separate the correct
answer form others. When answering the second question, the feature of # of Statement Coref. is
emphasized. This is mostly because there is a pronoun, “her,” in the question. In the third example,
QFA emphasizes both # Statement Verb Matching and # Pred. A1 Matching. By analyzing the
answer candidates, we find that it is reasonable to emphasize these two features, as Verb Matching
is able to find “eating” and “watching,” and Pred. A1 Matching tries to find “crackers” and “TV”.
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Table 12. Example Selected from MCTest to Visualize Their CorrespondingQuestion Attentions

Example 1

Text
[...] She went to the library, and there, she saw a magazine. [...] That way, she
would feel better, instead of feeling so hungry! Millie wasn’t sure if it would
work this time, but the magazine’s tips made her want to give it another try!

Question What did Millie think after reading the magazine?

Answer

Candidates

A. She wasn’t sure it would work, but she wanted to give it another try.

B. She felt really hungry.
C. She wanted to go to the library.
D. She wondered if there was anything she could do to feel better without
eating meat.

Example 2

Text

[...] But at home, her mother had a surprise for her. She told Mary to close her
eyes. She thought it might be a toy. When she opened them again, she saw that
her mother had baked her something. Her mother opened the oven. Inside was
a cake. She jumped up in excitement. [...]

Question What did Mary’s mother surprise her with?

Answer

Candidates

A. A cake she had baked.

B. A book.
C. Candy.
D. A toy.

Example 3

Text
It was almost Kira’s birthday and Halloween. Kira wanted to paint pumpkins at
the circus, but she was sick in bed. [...] Because she was not being careful
enough, she was stuck in bed, eating crackers and watching television. [...]

Question What was Kira doing when she was stuck in bed?
A. Eating crackers and watching TV.

Answer B. Drawing.
Candidates C. Watching a movie.

D. Writing and watching TV.

Fig. 11. Attention visualization of the three selected questions. The blue color indicates lower attention values

while the red color indicates larger attention value.

In addition, we analyzed error cases made by QFAReader and found that these errors are mainly
caused by the following three reasons.
Statement Construction Errors: In QFAReader, the statements are constructed according to

the questions and the answer candidates. These statements are used to measure the correctness
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Table 13. Example Illustration That Common Sense Is Required to Solve theQuestions, and B Is Correct

Text

[...] Stewart laid on his belly and began reading his newspaper. As
he was enjoying the sun and the newspaper, he saw a bug crawl
across his blanket. [...] When Stewart woke up, he looked for the
bug but could not find him. Then, he saw something flying around
his house. “Thank you for letting me sleep here last night,” said the
butterfly. It was the bug! [...]

Question What was the bug that Stewart found at the beach?

Answer Candidates

A. beetle
B. caterpillar

C. ant
D. butterfly

of the answer candidate. Therefore, the quality of the statements is a vital factor to influence the
performance. In this article, the rule-based method is employed to construct the statements,21 so
there are many grammatical errors deteriorating the quality of the extracted features. For example,
given the question “Whose idea is it to use the spoon to dig around the rock?” and one of its answer
candidate “Billy’s,” the expected statement is “It is Billy’s idea to use the spoon to dig around the rock,”
and according to this correct statement, it is easy to extract the dependency from the word “idea”
to “Billy,” which is an important clue to indicate the answer correctness. However, according to
the pre-defined rules, the statement “Whose idea is it to use the spoon to dig around the rock Billy’s.”
is generated. In this incorrect statement, there is quite a long dependency path between these two
words “idea” and “Billy,” so the extracted dependency features are unreliable to infer the correct
answer. To solve the problem, a more reliable statement generation method is required.
Common Sense Requirement: The texts of MCTest are factional children’s stories, so that

the texts themselves rather than external knowledge play the pivot role in solving the questions.
But sometimes common sense is still required for some questions. As the example illustrated in
Table 13, answer B. “caterpillar” is correct, but it does not appear in the text. Without knowing the
common sense that butterflies are change from caterpillars, the question can hardly be correctly
answered. In the future, information in the knowledge base, such as Freebase, should be involved
to solve the problem.
Lacking of Reasoning Ability: The proposed QFAReader measures the correctness of answer

candidates according to the extracted features. Even the feature attention is able to strengthen
the feature utilization, the reasoning ability is still lacking similar to other feature-based methods.
Table 14 illustrates an example to demonstrate the requirement of reasoning ability. Simple NLP-
based features can hardly match the correct answer “two” as most of these features are measuring
the similarity between the statement and the text. To solve this problem, more complex features
or deep neural models with reasoning ability are needed.
We counted the number of error cases caused by these three errors, respectively. According

to the statistic on MC500 dataset, we find that these three kinds of errors cover most cases. In
particular, about 28% of errors are caused by statement construction, 25% of errors are caused by
requiring common sense, about 26% of errors are caused by lacking of reasoning ability, and about
20% of errors are caused by other reasons such as feature extraction errors and coreference errors.

21Actually, these statements are provided along with the dataset.
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Table 14. Example Illustration That Inference and Reasoning Is Required to Solve

the Questions, and A Is the Correct Answer

Text
[...] The cow put his chin in the window. Then the cow put a rock
in a window. The cow was done putting things in the window. [...]

Question How many things did the cow put in a window?

Answer Candidates

A. two

B. three things
C. five rocks
D. nothing

5 APPLICATION TO CQA ANSWER SELECTION

In this section, we applied the proposedQFAReader to a real information retrieval task, i.e., cQA an-
swer selection, to show its applicability. QFAReader is only fit for selection-type questions, which
means that answer candidates are required, so community-based question answering sites, e.g.,
Yahoo! Answers, StackExchange, and Quora, are the best-suited data sources. The task of cQA an-
swer selection aims at finding the correct/best answer given a cQA question and its corresponding
answer list. Most previous efforts on this task focus on exploring effective features, such as simi-
larity features [49], user features [43], and social features [33]. These manually extracted features
represent the quality of answers in different aspects. We assumes that the effectiveness of these
features varies a lot with respect to different questions and the proposed QFA is able to distinguish
the feature importance according to the given question.
To demonstrate the effectiveness of QFAReader in this task, we randomly crawled 26,752 ques-

tions from a cQA dataset, StackExchange. Questions with less than two answers or with less than
five user votes are removed. Finally, we obtained 20,278 questions and their corresponding 82,260
answers.22 These questions are equally divided into five distinct folds for five-fold cross validation,
i.e., fourfolds of them are used for training, and the other one fold is used for testing. We extracted
more than 200-dimensional features from answers, answerers, and QA pairs to evaluate the quality
of answers. These features include, but are not limited to, # words, # characters, # sentences, max
sentence length, % capital words, answer sentence embedding, # user tags, # user questions, # user
answers, # user best answers, # user edits, overlapping, time span, BM25 similarity, embedding
similarity, max matched sequences. It is worth noting that all these features have been explored
in previous work of answer selection or answer ranking [12, 13, 16, 49, 71].

Following the experimental setting of Reference [16], we treated the answer with the largest
number of votes as the best one, and our purpose is to rank it at a higher position in the answer
list. So, we utilize Precision@1 (P@1) andMean Reciprocal Rank (MRR) [58]. P@1 reports the ratio
of questions rank the best answer at the highest position. MRR evaluates the exact rank position
of the best answer, and it is calculated as

MRR =
1

|Q|
∑

q∈Q

1

rq
, (9)

where |Q| denotes the number questions in the test set, and rq denotes the calculated rank position
of the best answer. In our experiment, questions are divided into five disjoint sets equally for five-
fold cross validation, where four sets are used for training and the other one is used for testing.

22The dataset is available at https://datapublication.wixsite.com/qfareader.
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Table 15. Performance Comparison among Different Baselines

in cQA Answer Selection Task

Methods P@1 p-value MRR p-value
LR(point-wise) 0.5342 1.7e-3 0.7363 2.4e-3

RankNet(pair-wise) 0.5387 3.7e-3 0.7368 1.9e-3
RankSVM(pair-wise) 0.5545 5.7e-5 0.7402 6.2e-5
ListNet(list-wise) 0.5586 1.3e-4 0.7370 8.3e-5
AdaRank(list-wise) 0.5740 5.7e-4 0.7601 4.2e-3
MART(list-wise) 0.5926 7.2e-4 0.7687 1.8e-3
Without QFA 0.5670 3.1e-5 0.7573 6.2e-5
QFAReader 0.5992 — 0.7704 —

We compared the QFAReader with state-of-the-art learning to rank methods, include point-wise
method (Logistic Regression [43]), pair-wise methods (RankNet [7] and RankSVM [23]), and list-
wise methods (ListNet [9], AdaRank [62], andMART [19]). RankSVM is implemented with the help
of SVMRank,23 and other learning to rank methods are implemented with the help of RankLib.24

In addition, we make a comparison with Without QFA, which removes QFA from QFAReader as
described in Section 4.4.
Experimental results are displayed in Table 15. From the table, we have following observations:

(1) Compared with existing learning to rank based methods, QFAReader achieves an outstanding
performance in both P@1 and MRR metrics. This demonstrates the applicability of the proposed
QFAReader in answer selection task. (2) When QFA is removed from QFAReader, the performance
ofWithout QFA decreases and achieves a similar performance compared with other baselines. This
indicates that question contents are helpful to distinguish feature importance in answer selection
task, and the proposed QFA is effective to learn a reliable feature attention to weight the extracted
engineer features. (3) We conducted the significance test with a paired two-sided t-test on both
P@1 and MRR metrics. A small p-value indicates a significant improvement of QFAReader. The
result shows that the p-values are much smaller than 0.01. This indicates that the performance
improvement of QFAReader is statistically significant.

6 CONCLUSION AND FEATURE WORK

This article presents a novel method to select correct answers to multiple-choice questions accord-
ing to the given unstructured text. It first transforms each question-answer candidate pair into a
statement and extracts a rich set of features based on each sentence-statement pair to measure the
correctness of the statement. These extracted surface features are transformed into a latent space
with a fully connected layer to extract high-level features. Then they are merged together with a
cross-sentence max pooling layer, so that the correct answer can be inferred according multiple
sentences. Different from traditional feature-based reading comprehension model, a novel fea-
ture attention is learned based on the given questions to emphasize important features. Extensive
experiments on MCTest demonstrated the effectiveness of the proposed model and the feature at-
tention. Furthermore, we successfully applied the proposed method to select best answer for cQA
sites. This demonstrates the applicability of the proposed method.

23SVMRank is available at http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html.
24RankLib is available at https://sourceforge.net/p/lemur/wiki/RankLib/.
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In the future, we plan to strengthen our model from the following aspects: (1) We will
explore more reliable statement generation methods to reduce the noise of features. (2) External
knowledge, such as Freebase, Wikipedia, and Yago, will be explored to enhance the performance.
(3) Beyond multiple-choice questions, we will try to solve cloze-test questions with deep models.
(4) The dataset used in this article is relatively small, so more complex models such as LSTM and
memory networks are not fully explored. In the future, the proposed method can be extended by
generating feature attentions with other advanced models.
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