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Abstract—Finding similar questions from historical archives has been applied to question answering, with well theoretical

underpinnings and great practical success. Nevertheless, each question in the returned candidate pool often associates with multiple

answers, and hence users have to painstakingly browse a lot before finding the correct one. To alleviate such problem, we present a

novel scheme to rank answer candidates via pairwise comparisons. In particular, it consists of one offline learning component and one

online search component. In the offline learning component, we first automatically establish the positive, negative, and neutral training

samples in terms of preference pairs guided by our data-driven observations. We then present a novel model to jointly incorporate

these three types of training samples. The closed-form solution of this model is derived. In the online search component, we first collect

a pool of answer candidates for the given question via finding its similar questions. We then sort the answer candidates by leveraging

the offline trained model to judge the preference orders. Extensive experiments on the real-world vertical and general community-based

question answering datasets have comparatively demonstrated its robustness and promising performance. Also, we have released the

codes and data to facilitate other researchers.

Index Terms—Community-based question answering, answer selection, observation-guided training set construction

Ç

1 INTRODUCTION

COMMUNITY question answering system (cQA), one of the
fastest-growing user-generated-content (UGC) portals,

has risen as an enormous market, so to speak, for the ful-
fillment of complex information needs. cQA enables users
to ask/answer questions and search through the archived
historical question-answer (QA) pairs. Compared to the
traditional factual QA, such as “who is the president of the
Singapore in 2016”, which can be answered by simply extract-
ing named entities or paragraphs from documents, cQA have
made substantial headway in answering complex questions,
such as reasoning, open-ended, and advice-seeking questions.
cQA is thus quite open and has little restrictions, if any, on
who can post and who can answer a question. The past
decade has witnessed the significant society value of both the
general cQA sites, such as Yahoo! Answers1 and Quora,2 and
the vertical ones like StackOverflow3 andHealthTap.4

Despite the success of cQA and active user participation,
question starvation widely exists in cQA forums, which
refers to the following two kinds of phenomena:

� First, information seekers usually have to wait a long
time before getting answers to their questions. For
instance, a study [1] over 200 thousand questions in
Yahoo! Answers reported that it takes on average
more than half an hour to receive the first answers if
the questions are raised in the evening, and the time
is more than double if the questions are posted in the
morning. Comparatively speaking, the waiting time
is much longer in the vertical cQA, such as Health-
tap [2], spanning from hours to days.

� Second, a large proportion of questions do not get
any response even within a relatively long period.
Considering Yahoo! Answers as an example, around
15 percent of its questions do not receive any answer
and leave the askers unsatisfied [3]. Even worse is
the Wikianswers.5 As reported on its official website
upon approximately one million questions, only 27
percent of them are answered.

Question starvation is probably caused by several rea-
sons: 1) the questions are poorly phrased, ambiguous or not
interesting at all; 2) the cQA systems are hardly to route
the newly posted questions to the appropriate answerers;
and 3) the potential answerers have the matched expertise,
but are not available or overwhelmed by the sheer volume of
incoming questions. This case often occurs in the vertical
cQA forums, whereby only authorized experts are allowed
to answer these questions. Regarding the first case, question
quality modeling has been well-studied [4], [5], which can

1. https://answers.yahoo.com/
2. https://www.quora.com/
3. http://stackoverflow.com/
4. https://www.healthtap.com/

� L. Nie is with the School of Computer Science and Technology, Shandong
University, Jinan Shi 250000, China. E-mail: nieliqiang@gmail.com.

� X. Wei, Z. Gao, and X. Wang are with the School of Computing, National
University of Singapore, Singapore 119077. E-mail: xcwei.bit@gmail.com,
xiangwang@u.nus.edu, beyond_acm@163.com.

� D. Zhang is with the School of Computer Science and Engineering,
University of Electronic Science and Technology of China, Chengdu Shi
610051, China. E-mail: zhangdongxiang37@gmail.com.

� Y. Yang is with the University of Technology Sydney, Ultimo, NSW 2007,
Australia. E-mail: yee.i.yang@gmail.com.

Manuscript received 8 June 2016; revised 17 Jan. 2017; accepted 4 Feb. 2017.
Date of publication 15 Feb. 2017; date of current version 27 Apr. 2017.
Recommended for acceptance by H. Lee.
For information on obtaining reprints of this article, please send e-mail to:
reprints@ieee.org, and reference the Digital Object Identifier below.
Digital Object Identifier no. 10.1109/TKDE.2017.2669982 5. http://answers.wikia.com/wiki/Wikianswers

1186 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 29, NO. 6, JUNE 2017

1041-4347� 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



assess the question quality and serve to remind askers to
rephrase their questions. For the latter two cases, great efforts
have been dedicated to lightening their situations via the so-
called question routing [6], [7], by considering the expertise
matching [8] and availability of potential answerers [9].

Question routing works by exploring the current system
resources, especially the human resources. Beyond that, we
can reuse the past solved questions to answer the newly
asked ones. Indeed, a tremendous number of historical QA
pairs, as time goes on, have been archived in the cQA data-
bases. Information seekers hence have large chances to
directly get the answers by searching from the repositories,
rather than the time-consuming waiting. Inspired by this,
Wang et al. [10] have transformed the task of QA to the task
of finding relevant and similar questions. However, the
returned top question candidates usually associate with
multiple answers,6 and the research on choosing the right
answers from the relevant question pool is relatively sparse.

Given a question, instead of naively choosing the best
answer from the most relevant question, in this paper, we
present a novel Pairwise Learning to rANk model, nick-
named PLANE,which can quantitatively rank answer candi-
dates from the relevant question pool. Fig. 1 demonstrates
theworkflow of the PLANEmodel, consisting of two compo-
nents: offline learning and online search. Particularly, during
the offline learning, guided by our user studies and observa-
tions, we automatically establish the positive, negative, and
neutral training samples in terms of preference pairs. The
PLANE model can be jointly trained with these three kinds
of training samples. As a byproduct, it is able to identify the
discriminative features by a ‘1 regularizer. To optimize the
PLANE model, we approximate it with a quadratically
smoothed hinge function and a smooth convex approxima-
tion of lasso. Therewith the approximation, we derive its
closed-form solution. When it comes to the online search, for
a given question, we pair it with each of the answer candi-
dates, and fit them into the trained PLANEmodel to estimate
their matching scores. To verify our proposed model, we
conduct extensive experiments over two datasets, collected
from a vertical cQA site HealthTap and a general cQA site
Zhihu.com, respectively. For eachQA pair, we extract a com-
prehensive set of features for the descriptive representation.
By comparing with several state-of-the-art baselines, the
superiority of our proposed PLANEmodel is demonstrated.

In summary, we have three main contributions:

� Inspired by our user studies and observations, we
present a novel approach to constructing the posi-
tive, neutral, and negative training samples in terms
of preference pairs. This greatly saves the time-con-
suming and labor-intensive labeling process.

� We propose a pairwise learning to rank model for
answer selection in cQA systems. It seamlessly inte-
grates hinge loss, regularization, and an additive
term within a unified framework. Different from the
traditional pairwise learning to rank models, ours
incorporates the neutral training samples and learns
the discriminative features. In addition, we have
derived its closed-form solution by equivalently
reformulating the objective function into a smoothed
and differentiable one.

� We have released the codes and datasets to facilitate
other researchers to repeat our work and verify their
ideas.7

The remainder is structured as follows. Section 2 reviews
the related work. Sections 3 and 4 introduce the offline
learning and online search, respectively. Experimental set-
tings and results are reported in Section 5, followed by the
conclusion and future work in Section 6.

2 RELATED WORK

Four threads of literature are relevant to our work.

2.1 Feature-Driven Answer Selection

Conventional techniques for filtering answers primarily
focus on generating complementary features relying on the
highly structured cQA sites. Jeon et al. [5] extracted a set of
non-textual features covering the contextual information of
QA pairs, and proposed a language model for processing
these features in order to predict the quality of answers col-
lected from a specific cQA service. Two years later, Liu
et al. [11] found powerful features including structural,
textual, and community features, and leveraged the tradi-
tional shallow learning methods to combine these heteroge-
neous features. Blooma et al. [12] developed a hierarchical
framework to identify the predictive factors for obtaining
a high-quality answer based on textual and non-textual
features. Beyond textual features, Nie et al. [13] explored a
set of features extracted from media entities, such as color,
shape and bag-of-visual-words. Following them, Ding
et al. [1] introduced a general classification framework to
combine the evidence from different views, including the
graph-based relationship, content, and usage-based features.
In recent years, the authors in [14] described their system for
SemEval-2015 Task 3: Answer Selection in cQA. The system
combines 16 features from five groups to predict answer
quality, and achieves the best performance in subtask A for
English, both in accuracy and F1-score. Most recently,
Wei et al. [15] extracted heterogeneous features from three-
level cQA structures, i.e., category-level, question-level, and
answer-level. They successfully enhance the performance of
answer ranking with these features.

Fig. 1. Illustration of our proposed answer ranking scheme. Thereinto, aji
denotes the jth answer of the ith question qi and a0i refers to the best
answer of qi.

6. According to our study on over 114,200 solved questions in
Zhihu.com, each question has 5.07 answers on average.

7. The codes and data can be publicly accessible via: http://
datapublication.wix.com/tkde-plane
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2.2 Learning to Rank

Density-based ranking [16] is one of the early methods for
answer selection, which considers the surface distance
between question terms and the answer target. It, however,
may fare poorly with questions whose answer target type
is unknown and is ineffective in handling lexical level
matching. To overcome such problem, researchers [17], [18]
turned to leverage dependency relations between matched
question terms and the answer target as additional evidence
to select the correct answer, and achieved promising perfor-
mance. Beyond matching, Surdeanu et al. [19] and Agarwal
et al. [20] respectively combined a few types of machine
learning methodologies into a single model and validated
its capability of dealing with factoid and complex questions,
using a large number of, possible noisy, QA pairs. Apart
from the aforementioned shallow learning methods, a
team from Emory University [21] trained a Long Short-
Term Memory neutral network model to automatically
and promptly reply questions in cQA. Theoretical research
serves practice. For example, Anna Shtok et al. [3] attemp-
ted to reduce the rate of unanswered questions in Yahoo!
Answers by reusing the large repository of past resolved
questions, openly available on the site. In particular, they
presented a two-stage QA algorithm that first identifies the
past resolved questions relevant to the given one, and then
applied simple classifiers to justify whether the correspond-
ing past answers meets the new question needs.

The answer retrieval problem in cQA is similar to the tra-
ditional ranking task [22], [23], whereby the given question
and the set of answer candidates are analogous to a query
and a set of relevant entities such as images and documents,
respectively [20]. The target is now transformed to find an
optimal ranking order of these answer candidates according
to their relevance/correctness/quality to the given query.
Learning a ranking function with binary relevance judg-
ments can be achieved in three ways: 1) Pointwise. Methods
in this way [24], [25] estimate the relevance score of each
QA pair individually by a standard classification or a
regression model. 2) Pairwise. These methods [26], [27],
[28], [29] work by predicting the preference of two answer
candidates via a binary classifier. And 3) listwise. The com-
plete ranking of all candidate answers to the same question
is optimized [30].

Models in this categories are either supervised or semi-
supervisedmodels, which require label-intensive annotations
to construct training samples, whereas our proposedmodel is
data-driven and it hence does not need the human efforts.

2.3 Answer Ranking via Finding Experts

Rather than directly ranking community answers, some
researchers resort to identify users’ authority via graph-
based link analysis. The techniques of graph-based link
analysis have been well-studied in the social network analy-
sis and achieved great success [31], [32], [33]. In the QA
task, they assumed that the authoritative users tend to gen-
erate high-quality answers [34]. For example, Jurczyk
et al. [35] proposed an adaptation of the HITS algorithm to
discover experts in QA portals, and demonstrated its effec-
tiveness for discovering authorities by a large-scale empiri-
cal evaluation. The HITS-style algorithms establish two
types of graph nodes: 1) hubs which group edges to

authoritative nodes; and 2) authorities which are sources of
information on a given topic. Askers and answerers are
respectively regarded as “hubs” and “authorities”. Another
representative work on graph-based link analysis was
developed by Zhang et al. [36]. They leveraged the
PageRank-like algorithms to identify users with high exper-
tise. They found that the expertise network is highly corre-
lated to answer quality. This algorithm not only considers
how many other people one helped, but also whom he/she
helped. The intuition behind is that if B is able to answer A’s
question, and C is able to answer B’s question, C’s expertise
rank should be boosted not just because C is able to answer
a question, but because C can answer a question of B who
had some expertise. In a sense, it propagates expertise
scores through the QA network.

Approaches in this stream rank answers indirectly by
measuring the expertise of the potential answerers. How-
ever, there is no guarantee that professional experts always
provide high-quality answers. Instead of exploring the
answerers, our proposed approach directly treats the QA
pair as a document and compares the preference relation-
ships between QA pairs. In other words, we not only con-
sider the relevance between a question and an answer, but
also investigate the relevance preference among QA pairs.

2.4 Preference Pair Construction

Several learning to rank functions are based on the pairwise
preference framework, in which instead of taking docu-
ments in isolation, document pairs are used as instances in
the learning process [37]. The issue of the absolute relevance
judgments are the reliability and variability. One possibility
to alleviate this problem is to make use of the vast amount
of data recording user interactions with the search results,
in particular, user clickthroughs data. Each individual user
click may not be very reliable, but the aggregation of a great
number of user clicks can provide a very powerful indicator
of relevance preference [38], [39]. In this regards, Joachims
et al. presented approaches to mining logfiles of WWW
search engines with the goal of improving their retrieval
performance automatically. The key insight is that such
clickthrough data can provide training data in the form of
relative preferences [40], [41].

3 OFFLINE LEARNING

3.1 Observation-Guided Training Set Building

To gain the insights into the answer quality in cQA, we col-
lected a set of questions and their answers from the vertical
cQA site HealthTap and the general one zhihu.com, respec-
tively. Table 1 summarizes the statistics over these two data-
sets. For each question, we sorted its answers in decreasing
order regarding the number of “votes”. Hereafter, we
counted the average number of votes over all the answers

TABLE 1
Data Statistics Collected from HealthTap

and Zhihu.com, Respectively

cQA Site Question # Answer # Vote #

HealthTap 39,998 58,091 54,833
Zhihu.com 114,200 578,874 1,257,759

1188 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 29, NO. 6, JUNE 2017



ranked at the same positions. Figs. 2a and 2b illustrate the
number of vote distributions over HealthTap and Zhihu.
com, respectively. From these two figures, we have the fol-
lowing first two observations:

1) For a given question, its best answer is preferable to its
non-best answers. In particular, for each question, we
found that its best answer is always positioned at the
first place in terms of votes. Furthermore, on aver-
age, the votes of the best answers far outnumber
those of the rest. This reflects that, for a given ques-
tion, the quality of its best answer is much better
than its non-best ones in most cases.

2) The non-best answers of the same question are almost on a
par. Regarding the non-best answers, we cannot see
a significant “vote” drop between two successive
ranks, no matter in the vertical or the general cQA
sites. This signals that for a given question it is hard
to differ the qualities of its non-best answers, from a
statistical view.

3) A question prefers the answers of itself to those of others.
We observed this point from a user study. In particu-
lar, we randomly selected 50 questions from our
collected HealthTap and Zhihu.com datasets, respec-
tively. For each question, we provided two answers:
onewas randomly selected from its non-best answers,
and the other was randomly selected from those of its
similar questions calculated via k-nearest neighbors
(k-NN). We invited three volunteers to manually rate
the “match” between each QA with a 0-5 grade. The
higher grade indicates that the answer ismore suitable
to the given question. It is worth emphasizing that the
volunteers were blinded to which answer is the real
one. We averaged the votes and demonstrated the
vote distributions in Figs. 2c and 2d. As can be seen,
questions’ answers, even which are not the best, are
always much appreciated by volunteers. This is
because, the questions in cQA are often very complex
and sophisticated, and hence the question-specific
answers aremore suitable.

Formally, let us define aji as the jth answer of the ith
question qi, and a0i is the best answer. According to the first
and third observations, we have,

�
qi; a

0
i

�
�
�
qi; a

j
i

�
; j 6¼ 0�

qi; a
j
i

�
�
�
qi; a

t
k

�
; i 6¼ k;

(
(1)

where� denotes a preference relationship. Let x ¼ xð1Þ� xð2Þ,
where xð1Þ and xð2Þ respectively denote the D-dimensional

feature vectors of the first and second QA pairs in each com-
parison. Meanwhile, we denote y as the preference relation-
ship of x, which satisfies the conditions below,

y ¼ þ1; if xð1Þ � xð2Þ

�1; if xð2Þ � xð1Þ:

�
(2)

In the light of this, we can build a training set with prefera-
ble labels X ¼ fðxi; yiÞgNi¼1.

According to the second observation, there does not exist
a preference relationship among the non-best answers of a
specific question. As a result, it is intuitive to have,

�
qi; a

j
i

�
ffi
�
qi; a

k
i

�
; (3)

where ffi denotes a neutral preference relationship between
the first and second QA pairs. Meanwhile, we constrain
j 6¼ k and j� k 6¼ 0. To formally formulate the neutral pref-
erence, we denote u ¼ uð1Þ � uð2Þ, where uð1Þ and uð2Þ refers
to the D-dimensional feature vectors of the first and second
QA pairs, respectively. Considering all the comparisons in
this form, we can create another training set with neutral
preference U ¼ fðuj; 0ÞgMj¼1.

3.2 Our Proposed PLANE Model

Given a question, we can easily obtain a set of top k relevant
questionsQ ¼ fq1; . . . ; qkg from the archivedQA repositories
via the well-studied question matching algorithm k-NN.
Without loss of generality, we assume question qi has a set of
mi � 1 answers, denoted by Ai ¼ fa0i ; a1i ; . . . ; a

mi
i g, whereby

a0i is the best answer of qi selected by community users. We
aim to develop a learning to rank model to sort all the
answers associated to the returned relevant questions inQ.

As discussed previously, given a set of QA pairs, we can
build the dual training sets X and U. To jointly incorporate
X and U, we propose the following pairwise learning to
rank model,

min
w

XN
i¼1

�
1� yiw

Txi
�
þ þ �kwk1 þ m

XM
j¼1

jwTujj; (4)

where xi ¼ xi
ð1Þ � xi

ð2Þ 2 RD and uj ¼ u
ð1Þ
j � u

ð2Þ
j 2 RD

denotes two training instances from X and U, respectively;
symbols N and M respectively stand for the number of pref-
erence pairs in X and U; and w 2 RD represents the desired
coefficient vectors.

The first term is a hinge loss function, which is suitable
for our binary preference judgment task. It provides a rela-
tively tight and convex upper bound on the 0-1 indicator
function. Besides, the empirical risk minimization of this

Fig. 2. Subfigures (a) and (b) illustrate the number of vote distributions over HealthTap and Zhihu.com, respectively. The answers of each question
were sorted decreasingly regarding their votes in advance. Subfigures (c) and (d), respectively, display the user study results of QA match over
HealthTap and Zhihu.com.
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loss is equivalent to the classical formulation for support
vector machine (SVM) [42]. Correctly classified points lying
outside the margin boundaries of the support vectors will
not be penalized, whereas points within the margin bound-
aries or on the wrong side of the hyperplane will be penal-
ized in a linear fashion compared to their distance from the
correct boundary. The second term is a ‘1 norm, which regu-
larizes w and helps in feature selection. The last term is a
sum of absolute values, which aim to penalize the prefer-
ence distances between non-best answers of the same ques-
tions, and it guarantees our second observation in nature.

3.3 Optimization

Although the objective function is convex, it is non-
smoothed and not differentiable on w. As we aim to derive
its closed-form solution for the global optimal and efficient
results, we have to resort the original objective function into
a smooth and differentiable one.

3.3.1 Quadratic SVM

Since the derivative of the hinge loss at the condition of
yiw

Txi ¼ 1 is non-deterministic, a smoothed version is hence
required to ease the optimization. Towards this end, we pro-
pose an equivalent quadratic hinge loss as follows,

XN
i¼1

�
½1� yiw

Txi�þ
�2
; (5)

which is quadratically smoothed and differentiable with
respect tow.

3.3.2 Reformulation of Lasso

We rewrite the second and third terms of the objective func-
tion as follows,

�kwk1 þ m
XM
j¼1

jwTujj

	 �kIwk1 þ mkUwk1 	 kCwk1;
(6)

where I 2 RD�D is an identity matrix, U ¼ u1; . . . ;uMð ÞT

2 RM�D, and C ¼ ð �I
mUÞ 2 RðDþMÞ�D. Notably, U and C are

constant matrices. Recall that the dual norm of the entry-

wise matrix l1 norm is the l1 norm (and vice versa),8 we

rewrite Eqn. (6) as follows,

f0ðwÞ ¼ kCwk1 	 max
kAk1
1

trðATCwÞ; (7)

where A 2 A ¼ fAjkAk1 
 1;A 2 RðDþMÞg. To tackle this
non-smooth formulation and make it differentable, we con-
struct its smooth approximation using an auxiliary convex
function as follows,

fnðwÞ ¼ kCwk1 	 max
kAk1
1

trðATCwÞ � n

2
kAk2F ; (8)

We can see that fnðwÞ is a smooth lower bound and an
approximation of f0ðwÞ. The gap is controlled by a positive
smoothness parameter n.

3.3.3 Alternating Optimization

For notation simplicity, let us denote liðwÞ ¼ ð½1� yiw
Txi�þÞ

2.
We then can restate our objective function in Eqn. (4) as
follows,

Cðw;AÞ ¼
XN
i¼1

liðwÞ þ fnðwÞ: (9)

We adopt the alternating optimization strategy to optimize
our objective function. In particular, we solve one variable
while fixing the others in each iteration. We keep this itera-
tive procedure until the objective function converges.

By first fixing w, we take the derivative of Eqn. (9) with
respect to A and set it to zero. We can obtain the optimal
solution as follows,

A� ¼ S
Cw

n

� �
; (10)

where Sð�Þ is the shrinkage operator defined as follows:
for z 2 R, SðzÞ ¼ z, if �1 < z < 1; SðzÞ ¼ 1, if z � 1; and
SðzÞ ¼ �1, if z 
 �1. When it generalizes to a matrix B,
SðBÞ is defined as applying Sð�Þ to every entry of B.

We then fixA and differentiate Eqn. (9) with respect tow,

@C

@w
¼
XN
i¼1

@liðwÞ
w

þ CTA; (11)

where @liðwÞ
@w equals to,

0; if yiw
Txi > 1;

2y2i xixi
Tw� 2yixi; if yiw

Txi 
 1:

�
(12)

Following that, we set the derivative of w to zero and
obtain the optimal solution asX

i2I
y2i xixi

Tw ¼
X
i2I

yixi �
1

2
CTA; (13)

where I ¼ fijyiwTxi 
 1g is an indicator set. We can easily
prove that

P
i2I xixi

T is a positive definite matrix and it is
thus invertible. Hence, the optimal solution ofw is

w ¼
X
i2I

xixi
T

 !�1 X
i2I

yixi �
1

2
CTA

 !
: (14)

3.3.4 Proofs of Convergence

Each of the alternating optimization steps decreases the
objective function C, and the objective function has a lower
bound 0. We thus can ensure that the convergence of the
alternating optimization.

4 ONLINE SEARCH

For a newly posted question, we can search the repositories
to find its similar questions. There exist many proven tech-
niques in finding the top k similar questions, such as Cosine
similarity, syntactic tree matching approach [10], and other
representation learning based methods. In this work, we
employed the Apache Lucene9-based k-NN strategy to find
the top k similar questions. Herewith the returned k similar

8. http://tinyurl.com/zvd8zte 9. https://lucene.apache.org/
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questions, we can easily construct an answer candidate pool
by gathering all the answers associated to the k returned
questions. We then pair the given question with each of the
answers in the pool. Following that, we utilize our model to
generate an answer ranking list by pairwise comparison.

The number of the paired QAs is very small, since k is
very small (usually less than 10). Therefore, we can effi-
ciently extract their features and judge their preference rela-
tionships on line.

5 EXPERIMENTS

5.1 Experimental Settings

To train our proposed PLANE model, we have to first con-
struct the preference pairs. Towards this end, we randomly
selected approximately two and eight thousand questions
and their associated answers from our collected HealthTap
and Zhihu.com datasets, respectively. Each of these selected
questions were required to receive at least three answers.
We then built the training set X with balanced positive and
negative preference pairs. Meanwhile, we built the training
set U with neutral preference pairs. The statistics are sum-
marized in Table 2. The remaining questions and their
answers in each dataset serve as the whole testing sets.

To thoroughly justify our model, we randomly selected
100 questions from each of the testing set (excluding those
for training) and repeated 10 times. For each of the selected
testing question q, we first performed k-NN (k ¼ 5) to
search its similar questions over the whole testing set.
Undoubtedly, the question itself can be found. We then con-
structed an answer candidate pool by gathering all the
answers associated to the selected questions. In the light of
this, we can ensure that the real answer/answers of the
given testing question is/are in the answer candidate pool.
Following that, we paired the given question with each of
the answers in the pool. Hereafter, we utilized our model to
generate an answer ranking list by pairwise comparison.

Regarding answer selection, precision is more important
than recall. We thus measured our model via the widely-
accepted metric, average P@K [43]. A ranking list was gen-
erated for each given question.We adoptedP@K tomeasure
the ranking performance of each list.We define P@K ¼ jC\T j

jCj ,
where C is a set of the top K answers in the ranking list, and
T is the set of the true ones in C. The true ones refer to the
answers that are the real answers to the given question.
P@K stands for the proportion of the selected answers in the
topK that are true.

We, in fact, indolently established the ground truth with-
out any labeling efforts. Nonetheless, it is reasonable due to
the following reasons. First, for some professional questions,
such as the questions from HealthTap, only the experts with

specific knowledge are qualified to judge the matching
degree between a question and an answer. It is thus very
hard, if not impossible, to find such annotators who are
professional across all the fields. Second, the strategy of our
current ground truth construction ensures that there exist at
least one relevant answer in the answer candidate pool for
the given question. In addition, we would like to clarify that
we did not perform the 10-fold cross-validation, because the
validation is on the ranking results instead of the preference
pair classification.

All the experiments were conducted over a server
equipped with Intel(R) Core(R) CPU i7-4790 at 3.60 GHZ on
32 GB RAM, four cores, and 64-bit Windows 10 operating
system.

5.2 Feature Extraction

To comprehensively represent each QA pair, we extracted
several feature types:

Deep Features. We adopted a Doc2Vec method, which is
also known as para2vec or sentence embedding [44]. This
method modifies the word2vec algorithm to unsupervised
learning of fixed-length and continuous representations for
larger blocks of texts. The texts can be of variable-length, rang-
ing from sentences, paragraphs, to entire documents. With
the help of this publicly accessible tool,10 we set the sliding
window size as 5 and the dimension of the representation as
50. We leveraged our collected QA pairs fromHealthTap and
Zhihu.com to train the Doc2Vec model, respectively. Com-
pared to the traditional unigram features, the extracted deep
features can capture the semantics and orderings of words. It
hencewell characterizes the contexts of the QApairs.

Topic-Level Features. We also employed the Latent dirich-
let allocation (LDA) based topic-level features for QA repre-
sentation [45]. In particular, each latent topic was deemed
as one feature. The number of topics was tuned according
to the widely-adopted perplexity metric [45]. Regarding
perplexity, a lower value usually indicates a better LDA
model. We divided the QA pairs into two subsets: 80 per-
cent was used to train the LDA models with various num-
bers of latent topics; and 20 percent was used for evaluation
in terms of perplexity. The LDA model and the perplexity
metric were implemented with the help of the Stanford
topic modeling toolbox.11 In our work, when the number of
latent topics arrives at 50, the perplexity curve reaches the
trough. Each QA pair was hence represented as a 50 dimen-
sional semantic feature vector. The topic-level features are
capable of capturing the high-level semantics of QA pairs
with lower dimensionality.

TABLE 2
Statistics of Preference Pairs and Selected Testing Samples

cQA Site

Preference Pairs Selected Testing Samples
(P@K, 10 times)

Question # Answer # Pos. Pref. Pair # Neg. Pref. Pair # Neu. Pref. Pair # Total Question #

HealthTap 1,959 6,903 27,426 27,426 4,785 1,000
Zhihu.com 8,241 30,619 123,615 123,615 32,964 1,000

‘Pos.’, ‘Pref.’, ‘Neg.’, and ‘Neu.’ are short for ‘positive’, ‘preference’, ‘negative’, and ‘neutral’, respectively.

10. https://github.com/klb3713/sentence2vec
11. http://nlp.stanford.edu/software/tmt/tmt-0.4/
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Statistical Features. This feature set consists of the statistics
of the surface literature. It captures the number of prominent
countable terms and surface commonality of a question and
its answer.We argue that a good answer has a good structure
and contains a reasonable number of syntactic features. In
particular, we first independently extracted features from
the question and answer pair, including the number of
terms, verbs, nouns, tags, and stop words of the questions
and answers, respectively. Also, we extracted the number of
overlapped terms between questions and answers.

User-Centric Features. To justify the responsibility, activity,
willingness, and reputation of users, we extracted a set of
user-centric features. In particular, we considered the users’
biography length, working years, the number of followers,
followees, received thanks, received agree, asked questions,
answered questions, log edit, and followed questions. It is
worthy that the roles of askers and answerers in the general
cQA services, such as Zhihu.com, are exchangeable and
publicly accessible; while they are not in the vertical cQA,
such as HealthTap. Meanwhile, in vertical cQA, the askers’
profiles are inaccessible due to the privacy issues. Hence,
some user-centric features are not applicable in HealthTap.

5.3 Performance Comparison with Baselines

To demonstrate the effectiveness of our proposed method,
i.e., PLANE, we compared it with the following state-of-the-
art answer selection baselines:

� RF: To rank answers in QA forums, a pointwise learn-
ing to rank method with Random Forests (RF) was
proposed by Dalip et al. [24]. In particular, given a
set of training samples fðx1; r1Þ; . . . ; ðxn; rnÞg, where
xi denotes the feature vector of the ith QA, and ri
refers to their relevance, i.e., number of votes in our
work. The RF method works by training a predictor
T ð�Þ such that T ðxiÞ  ri.

� LR: Logistic regression, LR for short, is a binary clas-
sification method. It outputs a score referring to a
probability of relevance, and it is hence a natural as
well as effective choice for question-answering
tasks [25]. In our experiments, we treated the pair of
(question, best answer) as a positive sample and the
pair of (question, non-best answer) pair as a negative
one. This method is a pointwise approach.

� GBRank: This pairwisemodel sorts answer candidates
by learning a ranking function h over a given set of
preferences, such that hðxiÞ � hðxjÞ, if xi � xj. A
squared hinge loss function was used to measure the
risk of h formulated as 1

2

P
i maxð0; hðxiÞ � hðxjÞ þ tÞ.

Bian et al. [26] solved h using gradient boosting
(GBRank). In the implementation, only answer pairs
under the same questionwere utilized for training.

� RankSVM: The Ranking SVM (RankSVM) algorithm
is a learning retrieval function that employs pairwise
ranking methods to adaptively sort results based
on how ‘relevant’ they are to a specific query [28]. The
original purpose of the algorithm was to improve
the performance of an internet search engine. Hieber
et al. [27] used RankSVM to improve the performance
of answer ranking in social QA portals and achieved
promising performance. Similar as GBRank, the

model was trained with the answer pairs under the
same question.

� AdaRank: Unlike the pointwise or pairwise methods
where the loss functions over the individual answer
candidate or a pair are minimized loosely related to
the performance metrics, AdaRank [30] is a listwise
approach. It is capable of minimizing a loss function
directly on the performance metrics, (P@10 in this
work).

� Three-classes: We treated the answer selection task
as a three-category classification problem (positive,
neutral, and negative preferences). We trained a
SVM classifier with the radial basis function kernel.
This one is close to ours.

For each method mentioned above, the involved parame-
ters were carefully tuned, and the parameters with the best
performance were used to report the final comparison
results. We will detail the parameter tuning and sensitivity
analysis in the next section. In addition, we have to clarify
that the relative preference pairs for all the baselines (except
the last one) only include the answers to the current ques-
tions (Observation 1 only). This is reasonable in our ex-
perimental settings, since the observation-guided training
samples building is part of our whole model and the last
two observations are never used before.

The experimental results of our proposed PLANE model
and five baselines are summarized in Table 3. From this
table, we can observe the following points: 1) The pointwise
approaches, i.e., RF and LR, achieved the worst performance
regarding P@K with different depth. Pointwise approaches
transform ranking into classification or regression on single
QA pairs. They are thus unable to consider the relative
orders (preference) between two answers. Nevertheless,
ranking is more about predicting relative orders of answers
rather than precise relevance scores. That is why their perfor-
mance is comparatively suboptimal. 2) It is obvious that
the pairwise baselines, i.e., GBRank, RankSVM, and our
proposed PLANE, outperform pointwise approaches. This is
because the pairwise approaches minimize the number of
pairs which are ranked out of order, and they thus model the
preference relationship between any two QA pairs rather
than the absolute value of the relevance degree of a QA pair.
3) The listwise approach, namely AdaRank, has its advan-
tages as compared to the traditional pairwise approaches
excluding our proposed PLANE. This is because pairwise
ranking algorithms often do not consider the position of
answers in the final ranking results, but instead define their
loss functions directly on the basis of individual preference
pairs. By contrast, the listwise approach takes the entire
ranking list and minimizes measure-specific loss functions.
4) Our proposedmodel is stably and substantially better than
the traditional pointwise, pairwise, and listwise baselines.
This is caused by several reasons. First, it considers
the pairwise preference that is why it is superior to the point-
wise baselines. Second, in addition to the positive and nega-
tive preference pairs, it also incorporates the neutral
preference pairs. This results in its superior to the traditional
pairwise and listwise approaches. It also signals that the neu-
tral preference pairs convey much valuable information. And
5) compared to the three-classes, its ‘1 norm constraint ena-
bles the feature selection. This reflects that not all the extracted
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features are discriminative and feature selection benefits the
classification performance. It is worth emphasizing that other
baselines do not have the capability of feature selection.

We also conducted the analysis of variance (known as
ANOVA) based on P@5. In particular, we performed paired
t-test between our model and each of the baselines over the
10-round results. The results are displayed in the last column
of Table 3. We found that all the p-values are substantially
smaller than 0.05, which shows that the improvements of
our proposedmodel are statistically significant.

5.4 Component-Wise Evaluation

There are three key observations guiding us to build three
kinds of preference pairs. We conducted experiments to ver-
ify their effectiveness one by one:

1) Drop 1: For a given question, we did not consider the
preference pairs between its best and non-best
answers.

2) Drop 2: For a given question, we did not consider
the neutral preference pairs between its non-best
answers.

3) Drop 3: For a given question, we did not consider the
preference pairs between its own and the answers of
other questions.

4) PLANE: It is our current work which considers all
the preference pairs.

The results are displayed in Table 4. It can be seen that: 1)
No matter what type of preference pairs we dropped does
hurt the performance of our model. This verifies the impor-
tance and necessity of these three kinds of preference pairs.

2) “Drop 1” achieves the worst performance. This signals
that the preference pairs between best versus non-best
answers have a major influence on the overall performance.
And 3) it is clear that the neutral preference pairs do have
contributions to the overall performance. That is why our
model outperforms other pairwise learning to rank models.
It is notable that the performance of “Drop 2” in Table 4 is
much better than GBRank and RankSVM in Table 3, even
all these three are pairswise methods. This is because that
traditional pairwise ranking methods for answer ranking
only considers the answer pairs under the same question.
Within our third observation, more reasonable answer pairs
are fed into the model for training.

5.5 Parameter Tuning and Sensitivity Analysis

We have two key parameters � and m as shown in Eqn. (4).
The optimal settings of these parameters were carefully
tuned on the HealthTap and Zhihu.com datasets, separately.
In particular, we leveraged all the constructed preference
pairs as summarized in Table 2 to train our model and the 10
(times) � 100 (testing questions) to validate our model. Grid
search was employed to select the optimal parameters
between 10�2 and 102 with small but adaptive step sizes. The
step sizes were 0.01, 0.1, and 1 for the range of [0.01, 0.1], [0.1,
1], and [1, 10], respectively. The parameters corresponding
to the best average P@1were used to report the final results.
For other baselines, the procedures to tune the parameters
are analogous to ensure a fair comparison.

Beside the P@K metric for answer selection perfor-
mance, we studied the parameter tuning regarding the pref-
erence pair classification, which is the middle result of the

TABLE 4
Component-Wise Evaluation by Removing One of the Three Kinds of Preference Pairs Each Time

Measure
HealthTap Data Set Zhihu.com Data Set

Drop 1 Drop 2 Drop 3 PLANE Drop 1 Drop 2 Drop 3 PLANE

P@1 30:3� 3:42% 32:7� 3:29% 32:8� 3:52% 33:2� 3:52% 44:7� 3:21% 46:3� 3:22% 46:2� 3:59% 47:6� 3:52%
P@2 47:0� 3:82% 51:9� 3:46% 50:9� 3:62% 52:6� 3:67% 65:3� 3:52% 67:5� 3:42% 66:4� 3:13% 68:3� 3:10%
P@3 60:3� 3:91% 63:7� 3:92% 63:1� 4:41% 64:6� 4:13% 77:0� 4:72% 77:2� 3:62% 69:8� 3:60% 77:7� 4:81%
P@4 74:3� 4:17% 75:2� 3:54% 74:6� 4:73% 76:2� 4:14% 83:7� 4:28% 85:1� 3:53% 84:3� 3:25% 86:3� 4:41%
P@5 85:2� 4:62% 86:1� 3:98% 85:3� 3:15% 86:3� 3:80% 90:4� 2:11% 91:8� 2:89% 91:5� 2:96% 92:5� 2:38%

TABLE 3
Performance Comparison between Our PLANE Model and Several State-of-the-Art Baselines over Two Data Sets

Data Sets Methods P@1 P@2 P@3 P@4 P@5 P-value

HealthTap
Data Set

RF (pointwise) 13:3� 2:45% 28:4� 4:45% 42:6� 4:25% 61:1� 4:21% 75:7� 3:52% 8:15e-06
LR (pointwise) 15:7� 3:72% 30:3� 4:44% 45:9� 6:08% 61:2� 5:66% 77:4� 4:34% 6:52e-04
GBRank (pairwise) 16:8� 4:09% 33:0� 4:58% 46:9� 3:54% 63:3� 5:75% 77:9� 3:68% 2:80e-04
RankSVM (pairwise) 17:3� 2:79% 31:2� 3:92% 46:3� 3:72% 58:7� 5:16% 70:9� 4:47% 3:39e-04
AdaRank (listwise) 23:9� 2:69% 41:0� 4:15% 55:9� 5:41% 70:2� 4:75% 83:6� 3:13% 4:18e-02
3-classes 32:2� 2:93% 50:1� 3:67% 63:6� 3:95% 75:4� 3:83% 85:6� 3:72% 2:22e-02
PLANE (our model) 33:2� 3:52% 52:6� 3:67% 64:6� 4:13% 76:2� 4:14% 86:3� 3:80% - -

Zhihu.com
Data Set

RF (pointwise) 33:6� 3:23% 51:7� 4:96% 63:0� 4:49% 72:8� 4:12% 83:1� 3:18% 1:18e-04
LR (pointwise) 32:7� 4:94% 44:7� 4:41% 57:3� 4:43% 68:1� 3:72% 81:8� 2:72% 1:23e-07
GBRank (pairwise) 35:5� 3:07% 46:1� 6:50% 61:2� 6:29% 74:0� 5:18% 86:2� 3:97% 2:97e-04
RankSVM (pairwise) 35:2� 2:93% 55:3� 2:41% 70:4� 4:13% 82:5� 2:54% 90:1� 2:21% 1:28e-04
AdaRank (listwise) 35:7� 5:12% 56:7� 3:77% 71:0� 3:69% 83:1� 3:36% 91:7� 3:03% 1:79e-02
3-classes 46:4� 4:08% 64:6� 3:76% 76:9� 4:01% 85:3� 4:38% 91:4� 1:85% 1:21e-02
PLANE (our model) 47:6� 3:53% 68:3� 3:10% 77:7� 4:82% 86:3� 4:41% 92:5� 2:38% - -

It is measured by P@K with different depth. We also provide the variance. Significance test is based on P@5.
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answer selection target. The performance of preference pair
classification is measured by accuracy. To be more specific,
we split the constructed preference pairs into three chunks:
80 percent of the preference pairs were used for training,
10 percent were used for validation, and the rest were
held-out for testing. The training set was used to adjust
the parameters, while the validation set was used to mini-
mize overfitting, i.e., verifying that any performance
increase over the training dataset actually yields an accu-
racy increase over the dataset that has not been shown to
the model before. The testing set was used only for testing
the final solution to confirm the actual predictive power of
our model with optimal parameters. We also employed the
same grid search strategy to tune the two parameters.

Figs. 3a and 3b illustrate the performance of our model
with respect to parameters � and m on HealthTap. Figs. 3c
and 3d illustrate that on Zhihu.com. The figures were
drawn by fixing one parameter and varying the other. From
these four figures, we have the following observations: 1)
The curves of P@1 and accuracy have the similar trends.
That further indicates that the performance of our proposed
PLANE model has an immediate impact on the answer
selection performance. And 2) the performance of our pro-
posed PLANE model changes within small ranges nearby
the optimal settings, even the two parameters vary in a rela-
tively wide range. This justifies that our model is non-sensi-
tive to the parameters around their optimal settings.

5.6 Robustness Validation

One key stage in our work is to use the k-NNmethod to find
the similar questions for the given one. In our current experi-
mental settings, even k is set as 1, we can still ensure that the
“matched” answers fall into the answer candidate pool,
because the given question itself can be positioned at the first
place based on the k-NN algorithm. However, in the real-
world settings, for a given question of interest, there is no
earthly chance to find the exactly matched questions from
the archive. We thus have to enlarge k to improve the recall
of similar questions and hence the “matched answers”. But
say, a larger k may introduce more noises into the answer
candidate pool in the form of irrelevant answers, and it thus
increases the difficulty of the answer selection task.

To validate the robustness of our proposed PLANEmodel
and the baselines, we varied the number of the returned sim-
ilar questions, i.e., k in k-NN, on two datasets, respectively.
Specifically, we varied k from 5 to 10 and measured the
performance via average P@1 of each approach over each
dataset. The results are shown in Figs. 4a and 4b. Jointly ana-
lyzing these two figures, we canmake the following observa-
tions: 1) The overall performance trends of all the models
decrease as k increases. This confirms our concern that larger

k settings bring in more noises and hence incur bigger chal-
lenges. 2) The performance of all the models on HealthTap
decreases faster than that on Zhihu.com. The reason for this
phenomenon may be that questions from vertical cQA sites
are, more often than not, very specific, complex, and sophis-
ticated, which orient personalized and professional answers.
Therefore, there exist only a few questions that are very simi-
lar to the given one. As compared to the general cQA sites,
the vertical ones havemore noises even under the same k set-
tings. 3) The advantage of our proposedmodel is muchmore
obvious on HealthTap as compared to that on Zhihu.com.
This reveals that our model performs better under the nosy
contexts, and it is hence much more robust. And 4) the per-
formance of our model is consistently better than that of the
baselines. Meanwhile, the performance drop with increasing
k is not very large. This further justifies the robustness of
ourmodel.

5.7 Alternatives of Preference Pair Construction

As introduced in Section 3.1, in our current preference pair
construction process, guided by the second observation, we
assign equal quality to all non-best answers under the same
question. Apart from that, we also explored two alternatives
and verified their effectiveness:

� Original: This is the original method introduced in
Section 3.1.

� Absolute: This alternative is to build preference pairs
based on their votes. In particular, for a given ques-
tion qi, we have ðqi; ajiÞ � ðqi; aki Þ if the jth answer
obtains more votes than the kth answer and vice
versa. This approach outputted the same amount of
training examples. But the number of neutral prefer-
ence pairs is significantly reduced.

� Threshold: Another strategy is the threshold-based
construction. Specifically, we set a pre-defined
threshold T . We have ðqi; ajiÞ ffi ðqi; aki Þ if the vote

Fig. 3. Parameter tuning on HealthTap and Zhihu.com with two different metrics. Grid search strategy with adaptive step sizes was employed to find
the optimal parameters.

Fig. 4. Performance comparison among different models w.r.t. varying
the number of returned similar questions, i.e., varying the k value in the
k-NN model.
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difference between the jth and kth answers of the ith
question is not greater than T ; otherwise, we give up
the pairs. We increase T to generate more neutral
preference pairs. In fact, the “Original” method
are the special cases of the “Threshold” one. When
T tends to be infinite, “Threshold” becomes the
“Original” method.

The comparison results between “Original” and
“Absolute”methods are summarized in Table 5.We observed
the following points: 1) The performance based on “Original”
method is consistently better than that of the “Absolute” one,
on both data sets. The possible reason may be that the
“Absolute” method brings in a higher level of noise, since
there are large chances that a worse answer receives a few
more votes. As discussed in Section 5.8, the untruthful votes
of an answer would incurs a series of incorrect preference
pairs, especially in the “Absolute” method. And 2) the advan-
tage of “Original” method over the “Absolute” one is much
more remarkable over the Zhihu.com data set as compared to
that over the HealthTap data set. This reflects that the non-
best answers in the general QA sites are harder to differ than
those in the domain-specificQA sites.

The validating results of the “Threshold” approach for
preference pair construction is illustrated in Fig. 5. It is clear
that the performance in terms of P@K with various depth
goes up first and then tends to be stable as T increases.
As discussed before, the “Original” method equals to the
“Threshold” one at T ¼ 1. This reveals that the “Original”
method achieves the optimal performance. Also, we can see
that when T equals to zero, the results are better than that
of the “Absolute” method, especially on the Zhihu.com data
set. This again tells us that the number of votes on the non-
best answers are not very reliable.

5.8 Outlier Case Study

As detailed in Section 3.1, the strategies of building our
training samples (i.e., preference pairs) were guided by our
observations from a statistical view. We thus cannot ensure

that there are no outlier cases distant from our overall obser-
vations. Since the number of preference pairs can be up to
the quadratic order of the number of QA pairs, the pairwise
approach is more sensitive to error labels than the pointwise
approach. For example, suppose that a question q has four
answers, and one of its non-best answers happen to be bet-
ter than its best answer. In such context, we will produce a
series of wrong preference pairs and it will greatly hinder
the learning performance. Consequently, the outlier cases
deserve our special attention.

To vividly demonstrate the outlier cases, we selected
three examples from HealthTap and Zhihu.com, respec-
tively. They are displayed in Figs. 7a and 7b. These three
examples cover all the cases against our observations intro-
duced in Section 3.1:

1) From the left column, it can be seen that, for a given
question, the answers of its similar questions receive
higher votes and are much more descriptive than its
own. This demonstrates the special cases that the
answers of other questionsmay be better than its own.

2) From the middle column, it can be seen that, for a
given question, the quality of its some non-best
answers in terms of informativeness and relevance
are substantially better than the other non-best ones.
These cases also break our observation conclusion.

3) From the right column, we can notice that the non-
best answers of a given question may provide more
informative cues than its best one.

Detecting and removing the outlier cases before building
the preference pairs will remarkably boost the learning
performance of our proposed PLANEmodel and other pair-
wise learning to rank models. We will focus on this research
direction in the future.

5.9 Complexity Analysis

To analyze the complexity of our proposed PLANE model,
we need to solve the time complexity in the computation

TABLE 5
Comparison between the “Original” and “Absolute” Preference Pair Construction Methods on Two Datasets

Measure
HealthTap Data Set Zhihu.com Data Set

Absolute Original P-value Absolute Original P-value

P@1 32:3� 3:42% 33:2� 3:52% 5:25e-05 43:0� 3:21% 47:6� 3:53% 6:42e-04
P@2 50:6� 3:54% 52:6� 3:67% 8:32e-04 59:3� 3:15% 68:3� 3:10% 5:26e-05
P@3 62:8� 4:58% 64:6� 4:13% 2:68e-05 67:5� 4:21% 77:7� 4:81% 4:73e-05
P@4 74:8� 3:76% 76:2� 4:14% 5:27e-05 74:1� 4:33% 86:3� 4:41% 7:24e-05
P@5 84:3� 4:21% 86:3� 3:80% 2:94e-05 78:8� 2:53% 92:5� 2:38% 3:64e-06

Fig. 5. Validation of the “Threshold” approach for preference pair construction. It is measured by P@k w.r.t the threshold T variant. We can see that
the performance tends to be stable as T increases.
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of A and w as defined in Eqns. (10) and (14), respectively.
The computation of Matrix A has a time complexity of
OA ¼ OðDðDþMÞÞ. The number of elements in I is less
than N , and we assume N � D, so the computation cost of
w is Ow ¼ OðD2NÞ. Therefore, the complexity of PLANE
model is OðT ðOA þOwÞÞ ¼ OðTD2NÞ, where T indicate the
number of iterations in the training process. In practice, the
PLANE model converges very fast. As shown in Figs. 6a
and 6b, the optimal solution of the PLANE model can be
reached within less than five iterations.

6 CONCLUSION AND FUTURE WORK

In this work, we present a novel scheme for answer selection
in cQA settings. It comprises of an offline learning and an
online search component. In the offline learning component,

instead of time-consuming and labor-intensive annotation,
we automatically construct the positive, neutral, and nega-
tive training samples in the forms of preference pairs guided
by our data-driven observations. We then propose a robust
pairwise learning to rank model to incorporate these three
types of training samples. In the online search component,
for a given question, we first collect a pool of answer candi-
dates via finding its similar questions. We then employ the
offline learnedmodel to rank the answer candidates via pair-
wise comparison.We have conducted extensive experiments
to justify the effectiveness of our model on one general cQA
dataset and one vertical cQA dataset. We can conclude the
following points: 1) our model can achieve better perfor-
mance than several state-of-the-art answer selection base-
lines; 2) our model is non-sensitive to its parameters; 3) our
model is robust to the noises caused by enlarging the number
of returned similar questions; 4) the pairwise learning to
rank models including our proposed PLANE are very sensi-
tive to the error training samples.

Beyond the traditional pairwise learning to rank models,
our model is able to incorporate the neutral training sam-
ples and select the discriminative features. It, however, also
has the inherent disadvantages of the pairwise learning to
rank family, such as noise-sensitive, large-scale preference
pairs, and loss of information about the finer granularity in
the relevance judgment. In the future, we plan to address
such disadvantages in the field of cQA.

Fig. 7. Outlier case study. In the left column, we intend to show the special cases that for a given question, the answers of other questions may be bet-
ter than its own. In the middle column, we demonstrate the exceptional cases that for a given question, some of its non-best answers may be signifi-
cantly better than the other non-best answers. In the right one, we aim to explain the special scenarios, whereby the non-best answers of a given
question may provide more informative cues than its best one.

Fig. 6. Convergence process illustration of PLANE model on HealthTap
and Zhihu.com, respectively. We can see that it converges very fast.
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