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Abstract—Sentence auto-completion is an important feature that saves usersmany keystrokes in typing the entire sentence by

providing suggestions as they type. Despite its value, the existing sentence auto-completionmethods, such as query completionmodels,

can hardly be applied to solving the object completion problem in sentenceswith the form of (subject, verb, object), due to the complex

natural language description and the data deficiency problem. Towards this goal, we treat an SVO sentence as a three-element triple

(subject, sentence pattern, object), and cast the sentence object completion problem as an element inference problem. These elements

in all triples are encoded into a unified low-dimensional embedding space by our proposed TRANSFERmodel, which leverages the

external knowledge base to strengthen the representation learning performance.With such representations, we can provide reliable

candidates for the desiredmissing element by a linear model. Extensive experiments on a real-world dataset have well-validated our

model. Meanwhile, we have successfully applied our proposedmodel to factoid question answering systems for answer candidate

selection, which further demonstrates the applicability of the TRANSFERmodel.

Index Terms—Representation learning, external knowledge base, sentence modeling
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1 INTRODUCTION

Anatural language sentence is a group of grammatically
linked words to express a complete thought. Beside

the face to face offline communications, sentences are basic
units of online human-human and human-machine interac-
tions. On the other hand, the proliferation of Internet has
propelled sentence typing to become a ubiquitous activity
performed by billions of users daily, such as typing queries,
comments, and emails. Cognitively formulating and physi-
cally typing sentences is, however, a time-consuming and
error-prone process.1 Spelling mistakes, forgetfulness and
ambiguous intentions often make textual sentence input
laborious. In order to save the intensive keystrokes of users,
auto-completion is desired to subtly guide users in reformu-
lating sentences correctly and efficiently.2

It is worth mentioning that several efforts have been dedi-
cated to auto-completion. Query Auto-Completion (QAC) is
a well-studied direction, which is a common visible feature
that assists users in formulating queries by predicting their
intended queries. Beyond queries that are sets of non-
sequential keywords, sentences are muchmore complex and
sophisticated, which follow the grammatical rules of syntax.
Thereby, Existing QAC techniques cannot be directly
adapted to the Sentence Auto-Completion (SAC) task. Tradi-
tional SAC methods utilize language models to infer the
coming word, given the prior ones [1], [2], [3]. Despite their
success in the traditional SAC task, they fail to complete the
object of a sentence with the form of SVO (i.e., Subject, Verb,
Object), which describes a relation between the subject and
the object. A few illustrative examples for this kind of SAC
are listed in Table 1. As can be seen from these examples,
apart from the prior words, relations between subjects and
objects in fact play a pivotal role in these cases.

As a complement to existing SAC methods, we focus on
the problem of how to provide reliable element candidates
for SVO sentences. In a sense, SVO sentences can be treated
as an ordered triple with three elements, namely, a subject,
a sentence pattern, and an object. This is somehow similar
to the knowledge base representation introduced in
TransE [4]. In particular, a knowledge base (KB) is a set of
triples (head, relation, tail) and TransE models the relation-
ship between the head and the tail entities by interpreting
them as the translation operation on low-dimensional
embeddings, (i.e, headþ relation � tail). In the light of this,
object inference for SVO sentence can be naturally con-
verted to the problem of one element inference given the
other two, i.e., object � subjectþ sentence pattern.

This inspires us to explore the knowledge representation
to infer the missing element in a given sentence. However,

1. Typographical errors are very common, and the average accuracy
for typists is only around 92 percent, according to eLearning Industry.
http://tinyurl.com/hspmxmb

2. Take query auto-completion as an example. In 2014, global users
of Yahoo search saved more than 50 percent of keystrokes when sub-
mitting English queries by selecting suggestions.
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it is usually far from satisfactory to learn representations of
entities and relations from a given sentence corpus only,
because specific subject-object pairs are extremely sparse in
real-world sentence data. To uncover insights into this prob-
lem, we first randomly selected 100,000 triples from Free-
base.3 Because specific relations between the head and the
tail entities exist, they can be easily formulated as natural
language descriptions. Thereafter, we tried to identify sen-
tences containing any head-tail pair within the same triple
from Wikipedia.4 However, as the matching result illus-
trated in Fig. 1a, the number of sentences describing these
given entity pairs follows a power-law distribution, i.e.,
only a few entity pairs have sufficient sentences to describe
their relations, while most ones are mentioned in only a few
sentences. This suggests that the most existing SVO triples
do not have sufficient existing sentences to describe. There-
fore, representations of most existing natural language rela-
tions can hardly be exactly learned via SVO sentences only.
Moreover, up to 57 percent of these selected entity pairs are
not mentioned in any sentences, as Fig. 1b shows. It means
that natural language relations can hardly be fully covered
by existing SVO sentences, which makes it impossible to
infer correct subjects by traditional SAC methods. This
strongly motivates us to leverage existing KB to reinforce
the representation ability of sparse relations, as there exists
a huge number of well-structured relational triples in the
KB. Additionally, by combining existing relations in the KB,
almost every natural language relation can be involved.

However, incorporating external KB into SAC is non-triv-
ial and it faces three challenges: 1) Multiple and heteroge-
neous source fusion. Sentences from the given corpus are
usually unstructured. In contrast, triples from external KB
are well-structured. How to combine these two sources into
a single homogenous structure is a largely untapped
research problem. 2) Unified representation. Entities, rela-
tions, and sentences have different semantic spaces. For
example, different dimensional vectors are used to describe
entities, relations, and sentences in their own semantic
spaces. On the other hand, different elements in these vectors
may refer to different meanings. We thus have to represent
them into a unified space to facilitate their translations. This
is another challenge we are facing. 3) Complex relations.
Some sentence patterns are complex and sophisticated,
which are not necessarily archived in the KB. These are
referred to hidden relations in the KB. For example, in the
sentence “Michelle is the first lady of the US.”, there exists
the sentence pattern “. . . is the first lady of . . .”. The sentence

pattern describes the hidden relation “First Lady”, but it
does not actually exist in the KB. How to learn such complex
hidden relations from explicitly available relations in the KB
is a hard problem.

To solve the aforementioned challenges, we devise a
TRANSlation-based inFERencemodel, TRANSFER for short.
It jointly regularizes and learns underlying sentence struc-
tures in the internal corpus, basic relational triples in the
external KB, and hidden relations represented in sentences.
The three involved elements mutually reinforce the learning
performance. To accomplish this goal, we assume that com-
plex hidden relations in sentences can be interpreted as the
combination of existing basic relations in the KB (i.e., multi-
hop relations). Entities and relations of sentences are trans-
ferred into the same semantic space by the hybrid of TransE
and a deep learning model. We verified our model on Wiki-
pedia and Freebase datasets. Experimental results demon-
strated that our proposed TRANSFER model significantly
outperforms several state-of-the-art methods.

Additionally, we apply our model to select answer candi-
dates for factoid questions answering (QA). Evaluation on a
manually constructed question answering set shows the
applicability of the proposed model.

The main contributions of this paper are threefold:

� As far as we know, this is the first work on providing
element candidates of natural language sentences via
representation learning. Apart from SAC, the pro-
posed methods can be applied to other applications,
such as finding answer candidates to factoid
questions.

� We propose a TRANSFER model that is capable of
learning the subject, verb, and object representation
by simultaneously harvesting the internal corpus
and external KB.

� Wehave released our representative data collection to
facilitate other researchers to repeat our experiments
and validate their own ideas.5

2 RELATED WORK

2.1 Sentence Auto-Completion

As an important research branch of SAC, QAC is one of the
most prominent and visible features of modern search

Fig. 1. Data deficiency problem in the sentence corpus. Fig. 1a shows
that the number of matched sentences given specific entity pairs follows
a power-law distribution, and Fig. 1b present the ratio of entity pairs
divided by the number of sentences.

TABLE 1
Examples of Object Completion in SVO Sentences

Incomplete Sentences Objects to Complete

The first lady of America is . . . Michelle
Karachi is the largest commercial city of . . . Pakistan
Aron is important in . . . Islam
Microsoft was founded by . . . Bill Gates
Microsoft Corporation is headquartered in . . . Redmond
Michelle Obama was born in . . . Calumet Park

3. http://www.freebase.com/
4. https://en.wikipedia.org/ 5. http://datapublication.wix.com/transfer

WEI ETAL.: I KNOWWHAT YOUWANT TO EXPRESS: SENTENCE ELEMENT INFERENCE BY INCORPORATING EXTERNAL KNOWLEDGE... 345



engines. It saves laborious key strokes while user typing
query into the search engine. Roughly speaking, the prior
efforts on QAC fall into two categories: query-centric [5],
[6], [7] and user-centric [8], [9], [10] methods. They either
rely on statistical features of query contents, or leverage per-
sonal information of searchers. Though some of these efforts
have been effectively applied in search engine query auto
completion, they only provide specific co-occurrence query
key words or phrase related to the user input. Conse-
quently, they can hardly be applied to SAC directly.

Most SAC efforts origin from the lexical substitution
track of SemEval-2007 [11]. It aims to find a replacement of
a word or phrase removed from a sentence. Thereinto, two
systems, KU [12] and UNT [13] stably and remarkably
achieve the best performance. For KU system, only the N-
gram language model is utilized, but the performance is
outstanding. In contrast, the UNT employs a large varity of
sources, e.g., WordNet synonym set, Microsoft Encarta
encyclopedia, and bilingual dictionaries, combining with
different retrieval model. But it is interesting to find that
language model obtains the best performance compared
with other methods in their experiments. This demonstrates
the promising performance of language model in SAC.
More recently, Zweig et al. [1], Mnih et al. [2] and Gubbins
et al. [3] attempted to answer sentence completion questions
in Scholastic Assessment Test (SAT). Different from ours,
this task provides five answer candidates for each blank,
and the most important is that, the missing words are nei-
ther subject nor object. Instead, they are prepositions, con-
junctions or modifiers. Syntax information, rather than
logical information, is more important in this task, conse-
quently, language model based methods obtain better per-
formance in these works. However, our task focuses on
completing the object in a given SVO sentence, which
requires considering the relation between the subject and
the object. Existing efforts on SAC only consider internal
sentences, which may suffer from data deficiency problem,
as mentioned before. As a complementary work, we unify
internal sentences and external KB into the same semantic
representation via our proposed TRANSFER model.

2.2 Factoid QA

Factoid QA has been popular for a long time. The TREC QA
track [14], initially from 1999, is a milestone in this field.
Most QA systems [15], [16], [17], [18], [19], accomplish this
task by translating questions into keyword queries, in order
to retrieve relevant passages from specific corpus and the
Web. Then linguistic or statistical methods are utilized to
extract answer candidates from the passages, and these can-
didates are ranked based on aggregated evidences and fea-
tures to get the best answers. Different from these systems
that search for answers from open text, knowledge-based
QA systems [20], [21], [22], [23], [24] retrieve answers from
well-structured knowledge bases. This kind of systems is
springing out in recent years, following the rapid growth of
KB, such as Freebase and Yago.6 Bordes et al. [20] utilized
the embedding method, representing questions and entities
in KB into low dimensional embeddings, and ranked
answers based on the scoring function. Yang et al. [21] joint

embedded question patterns and relations in the KB, in
order to convert natural language question into the KB
query. Bao et al. [22] proposed a translation-based method,
which regards the retrieval process as a translation from the
natural language question to the KB search query. Yao
et al. [23] utilized features of the KB, e.g., the entity type, to
enhance the searching accuracy. Yih et al. [24] proposed a
query generation method, which generates the KB search
query based on the semantic parsing of the question. Due to
the huge scale of KB, it is time-consuming to search these
answers on the whole KB. To alleviate such problem, most
existing knowledge-based QA systems only retrieve the
sub-graph within at most 2-hops around the topic entity,
but it may leave out many answer entities, especially in
some complex questions or rarely mentioned entities. It
hence may mislead the later process along the pipeline in
the framework. In this paper, we try to apply the proposed
method into the answer candidate selection process, to gen-
erate more reliable answer candidates.

2.3 Representation Learning

Representation learning aims to learn a transformation from
complex, redundant and highly variable raw data to a repre-
sentation that is mathematically and computationally
convenient to process in machine learning tasks [25]. Repre-
sentation learning has been widely applied in NLP, ranging
from words to paragraphs. Distributed representations for
symbolic data were first developed by Bengio et al. [26] in the
so-called neural net language models. Mikolov et al. [27]
improved the neural net language model by a recurrent layer
and demonstrated the effectiveness of the recurrent neural
networks among other language models. Collobert et al. [28]
developed the SENNA system. By adding a convolutional
architecture to the neural network, it learns the distributed
representation of words, and achieves better performance on
traditional NLP tasks. Additionally, some joint learning mod-
els were proposed to incorporate more information in learn-
ing word representation. Wang et al. [29] incorporated triples
in the knowledge base into the neural language model, to
jointly represent words and knowledge. Chen et al. [30] made
use of the character and its position information in the word
to improve the neural language model. As to the representa-
tion learning of sentences, several methods have been pro-
posed, including recurrent neural networks [31], [32],
recursive neural networks [33], [34], convolutional neural net-
works [35], [36] and sentence to vector [37]. Knowledge repre-
sentation, another beneficiary of representation learning,
works by vectorizing entities and direct edges between pair-
wise entities. Structured Embeddings (SE) [38] is a typical
example, which embeds entities into a vector and relations
into two matrices. Following SE, Semantic Matching
Energy (SME) [39] justifies the correctness of a triple with an
energy function. To reduce the complexity of SE and SME,
TransE [4] learns a low-dimensional vector for each relation,
and treats a relation as a translation from the head entity to
the tail entity. Inspired by TransE, many translation-based
models are springing up, such as TransH [40], TransR [41],
and PTransE [42], to enhance the KB representation perfor-
mance from different aspects. Our work is an instance of
translation-based representation learning model, which is
detailed in Section 3.2. Researchers also attempted to involve6. http://tinyurl.com/m9uo24v
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text information into the knowledge embedding. For exam-
ple, Toutanovan et al. [43] proposed a text and KB joint
embedding method, which explores different models for text
representation and KB representation. Dependency paths
between two entities in sentences are used to describe relation
between them. This can be regarded as an explicit representa-
tion of natural language relation. However, many complex
relations can hardly be exactly expressed with dependency
paths, such as the sentence “There have been 44 presidents of
the United States, and Obama is leading the country now.” In
the light of this, we involved the path model to implicitly rep-
resent relations in sentences with relation pathes in the KB.
Beyond prior efforts, we proposed a TRANSFER model,
which is able to learn representations by jointly considering
internal corpus and external KB in order to infer the object ele-
ment in the sentence.

3 PRELIMINARIES

3.1 Problem Definition

The major task of this paper is to infer the object of an SVO
sentence, given a sentence corpus and a KB. In the sentence
corpus, all subject and object entities can be matched into
entities in the KB. To facilitate the element inference, all sen-
tences in this corpus are in the form of SVO, which contains
at least a subject, a verb and an object, and describes a specific
relationship between the subject and the object. We denote
the KB T as a set of triples in the form of ðh; r; tÞ, where
h 2 E, r 2 R, and t 2 E. Thereinto, E and R respectively
denote the set of entities, and the set of relations. Entities and
relations are homogeneously encoded into vectors with the
same dimension, and the dimension is denoted as k. Thereaf-
ter, the corresponding embedding representations of head,

relation, and tail are denoted as h 2 Rk, r 2 Rk, and t 2 Rk.
We also represent each sentence with a triple ðhs; s; tsÞ,
where hs and ts denote two entities (subject and object) men-
tioned in a sentence, and s denotes the sentence pattern,
respectively. A sentence pattern is generated from a sentence
by replacing the subject and the object entities with padding
words, and these paddingwords are independent of entities.
These three elements in a triple are also respectively encoded

into k-dimensional vectors as hs 2 Rk, s 2 Rk, and ts 2 Rk.

3.2 Knowledge Representation and TransE

Knowledge representation is to learn a low-dimensional con-
tinuous vector space. Generally, each entity in the KB is repre-
sented as a point in the space, while each relation is

interpreted as an operation over entity embeddings. TransE is
a simple yet effective knowledge representation model. In
this model, entities are represented as data points in the
embedding space, while relations are described as
translations between the head entity and the tail entity in the
embedding space, i.e., if the triple ðh; r; tÞ exists in the KB, the
embedding of tail entity t should be close to the embedding
of the head entity h plus the embedding of the relation r.
As examples illustrated in Fig. 2a, the triple ðAmerica;
President; ObamaÞ exists in the KB, so it can be represented
asAmericaþ President � Obama, whereAmerica, President,
and Obama are corresponding embeddings of these three
components in the triple. These Embeddings are obtained
byminimizing themargin-based loss function,

L ¼
X

ðh;r;tÞ2S

X
ðh0;r0;t0Þ2S0

½dðhþ r; tÞ þ �� dðh0 þ r0; t0Þ�þ; (1)

where S is the set of triples, S0 is the set of corrupted sam-
ples constructed by replacing a component in the triple into
a random one, d indicates the distance between hþ r and t
in the vector space, ½x�þ denotes the positive part of x, and

� > 0 is a margin hyperparameter.
The simple form and its expansibility makes the model

widely utilized in many joint learning models to incorporate
knowledge information into existing models [29], [44]. In
this work, we also utilize the TransE model to represent the
KB, and hence joint represent sentences and knowledge tri-
ples into a united model.

4 OUR PROPOSED TRANSFER MODEL

4.1 Assumptions

To jointly model sentences and triples, we make the follow-
ing three assumptions, i.e., entity matching assumption,
hidden relation assumption and relation path assumption,
based on observations in our collected dataset:

� Hidden Relation Assumption. As mentioned in
Section 3.1, SVO sentences can be regarded as triples
with a subject, a sentence pattern and an object.
Every sentence pattern describes a relation between
the subject and the object in the sentence, which is
assumed as a hidden relation in the KB, because it is
frequently missing in the KB. In a sense, we can treat
each sentence as a KB triple. This assumption
homogenizes the structures between the internal cor-
pus and the external KB.

Fig. 2. Schematic illustration of TransE model and our proposed TRANSFER. In Fig. 2b, the red parts represent subjects and objects in sentences
and the corresponding entities in the KB, while blue parts represent sentence patterns and the corresponding hidden relations in the KB.
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� Relation Path Assumption. Hidden relations are fre-
quently missing in the KB. In order to better describe
it with existing edges, we assume that a hidden rela-
tion can be described with one or multiple relations
in the KB. For example, the hidden relation “Grand
Parent” is not directly available in Freebase, but it
can be represented by a relation path “Parent–
Parent”. This assumption is able to address the miss-
ing hidden relations in the KB.

� Entity Matching Assumption. KB is a huge datasset
containing world knowledge, and it can be regarded
as a graph with each entity corresponding to a vertex
and each relation corresponding to an edge. Though
some studies declare that the KB is far from com-
plete [45], [46], the missing edge problem is much
more serious than missing vertex problem. Therefore
it is reasonable to assume that the entities in the KB
covers the most entities in the world, and the most
subjects or objects commonly mentioned in SOV sen-
tences can be matched to entities in the KB. This
assumption makes it possible to jointly represent
sentences and KB in a unified model.

We encode the aforementioned assumptions into our pro-
posed TRANSFER model for sentence object inference, as
illustrated in Fig. 2b. Subjects and objects in SVO sentences
are matched with entities in the KB, and sentences patterns
are describedwith hidden relations, which can be further rep-
resented with relation paths in the KB. Consider the first sen-
tence “Obama and Michelle got married in 1992.” as an
example. The sentence pattern “. . . and . . . got married in
1992.” is represented as the relation “Wife” in the KB, while
the sentence pattern “. . . is the mother-in-law of . . ..” of the
second sentence is represented as the hidden relation
“Mother-in-law of”, which do not exist in the KB, but can be
further represented as the relation path consisting of the exist-
ing relation “Mother” and “Wife”. After training process,
unstructured sentences in the internal corpus and structured
relational triples in the external KB are simultaneously repre-
sented in a homogeneous graph. Consequently, in the testing
process, given an incomplete SVO sentence, the TRANSFER
model can return an appropriate subject entity, by inferring in
the semantic space via the hidden relation of the testing sen-
tence. As the example shows, when completing the sentence
“The first lady of theUSA is . . .”, the sentence pattern is repre-
sented as the hidden relation “First Lady”, and the object
entity “Michelle” is obtained via the translation operation
Michelle � Americaþ First Lady. The TRANSFER model
consists of three components, i.e., knowledgemodel, sentence
model, and path model. The knowledge model is used to
encode external knowledge triples. The sentencemodel in the
second component is employed to represent SVO sentences
and further make the inference. The path model represents
hidden relations into the combination of direct relations exist-
ing in the KB, and bridges the gap between knowledgemodel
and sentencemodel.Wewill detail these three parts in follow-
ing sections.

4.2 Knowledge Model

We employ TransE [4] to model triples in the KB, because it
has been proven to be effective yet simple in previous effort
of joint representation learning. It is capable of embedding

entities and relations into k-dimensional vectors in the same
semantic space. The philosophy behind TransE is that the
relation between two entities is represented as a translation
in the embedding space. In other words, as long as a triple
ðh; r; tÞ holds, the embedding t of the tail entity t should be
close to the embedding h of the head entity h plus the
embedding r of the relation r. It can be formalized as
hþ r � t, and the energy function with the square loss of a
given triple is,

Ekðh; r; tÞ ¼
1

2
hþ r� tk k22: (2)

A lower value indicates a higher probability that the given
triple exists in the KB.

The drawback of TransE is that it does not perform well
when dealing with the 1-to-N, N-to-1, and N-to-N relations,
so the performance of the knowledge model can be
enhanced by other improved translation-based knowledge
representation models, such as TransH [40], TransR [41]. In
this paper, considering the efficiency and the homogeneous
structure with sentence triple, TransE is utilized instead of
others.

4.3 Sentence Model

The sentence model is devised to capture the sentence struc-
ture. Based on the first assumption we described above, the
sentence pattern s can be described as a hidden relation
from the subject entity to the object entity. For a specific
SVO sentence, its subject entity hs and object entity ts can be
matched to entities in the KB. Based on the third assump-
tion we mentioned, therefore, the subject entity and the
object entity should share the same embeddings with their
corresponding entities in the KB. Thus, the sentence
ðhs; s; tsÞ can be regarded as a hidden triple in the KB. It is
called hidden triple mainly because the relation s may not
actually exist in the KB. Considering the main idea of trans-
lation-based knowledge representation, it is reasonable to
define the formula for a specific SVO sentence ðhs; s; tsÞ,

hs þ s � ts: (3)

For a given KB, there exist finite varieties of relations in
its relational triples. It is thus capable of learning a specific
k-dimensional embedding for each type of relation in
TransE. However, natural language is much more complex
and contains richer meanings than predefined relations in
the KB. Accordingly, there are infinite natural language
descriptions of hidden relations. So it is impossible to train
a lookup table for all sentence patterns, and utilize vectors
in the lookup table to represent hidden relation embeddings
as previous efforts of knowledge representation. On the
other hand, each word in the sentence pattern acts as an
indispensable part of the hidden relation. We expect the
semantic and rich information of the whole sentence pattern
can be equally encoded into the embedding s. Considering
the sentence pattern “The wife of the prime minister of . . .
is . . .”, the semantic meaning is quite different from the the
sentence pattern “the prime minister of . . . is . . .”, which
only consider surrounding information of the missing entity
and discard information of prior words in the sentence pat-
tern. Towards this goal, we employ sentence vector [37]
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model to represent sentence patterns. In this model, every
sentence is mapped to a unique vector, and concatenated
with word vectors to predict the next word in a context.
Softmax is employed as the classifier to make the prediction.
This model maximizes the average log probability of the
next word by optimizing representations of sentences and
words. Compared with traditional bag-of-words methods,
the extracted sentence vectors can capture the semantics
and orderings of words. In our experiments, these sentence
pattern embeddings are trained with all sentence patterns
in the training set.

However, it is meaningless to directly perform transla-
tion on entity embeddings with sentence vectors, because
entities in the KB and natural language sentence patterns
are in different semantic spaces. To address such a problem,
we develop a neural network model7 fðsÞ to bridge the
semantic gap between the sentence space and KB space.
Our network consists of four layers, i.e., an input layer, an
output layer, and two hidden layers, as illustrated in Fig. 3.
The hidden layers are composed of a linear fully-connected
linear layer followed by a non-linear tanh layer, in which
both linear features and non-linear features can be captured.
The output layer is a k-dimensional vector, which plays the
role of sentence pattern embedding. It is widely-accepted
that the number of stacked layers in deep neural network
models is a trade-off between the performance and the
computational cost. Deeper networks have been explored in
our experiments, but we did not observe significant perfor-
mance improvement. In such a context, Eqn. (3) can be
restated as

hs þ fðsÞ � ts: (4)

Accordingly, the energy function for each sentence triple
ðhs; s; tsÞ is correspondingly defined as

Esðhs; s; tsÞ ¼
1

2
hs þ fðsÞ � tsk k22; (5)

which encourages sentences with correct relations descrip-
tion between the subject entity and the object entity. Mean-
while, it penalizes the false ones.

4.4 Path Model

In the knowledge model, entities and relations are embed-
ded, while in the sentence model, sentences are embedded,

but these two parts are not seamlessly sewed up to
strengthen the learning performance. Although they share
parameters of entity embeddings, sentence patterns and rela-
tions are separately modeled in different components. To
address such a problem, as described in the second assump-
tion, we assume a hidden relation can be represented with a
relation path p ¼ ðr1; r2; . . . ; rnÞ in the KB, linking two enti-
tiesmentioned in the sentence.We thus have

hs þ p � ts; (6)

where p is the embedding of path p. Since TransE is utilized
to model the KB, i.e., hþ r � t, we represent the embedding
p of the path p as the sum of relation embeddings ri, where i
indicates the index of relations in the path p. This is formal-
ized as

p ¼ r1 þ r2 þ � � � þ rn �
Xn
i¼1

ri; (7)

where n stands for the number of hops, relying on the spe-
cific hidden relation. When the hidden relation exists in the
KB, n is 1; otherwise it is equal to the number of hops from
entity hs to entity ts. For instance, First Lady � President þ
Wife, while Grandparents0 Birth Place � Parentþ Parent þ
Birth Place. Thus the following formula is obtained, based
on Eqns. (4), (6), and (7)

fðsÞ �
Xn
i¼1

ri; (8)

where s is the embedding representation of sentence pattern
s, fðsÞ is the neural network defined in the sentence model,
and ri denotes the embedding of relation ri in the relation
path. For each given sentence, we define the following
energy function to regularize its hidden relation representa-
tion

Epðs; pÞ ¼
1

2
fðsÞ � pk k22¼

1

2
fðsÞ �

Xn
i¼1

ri

�����

�����
2

2

; (9)

which is expected to get a low value when the path p is con-
sistent with the hidden relation. In the implementation, for
each training iteration, we randomly selected one pre-
defined relation path for each sentence. The relation path
selection method is detailed in Section 5.1.

4.5 Unified Model and Optimization

By unifying the aforementioned three models, we ulti-
mately formalize the objective function of TRANSFER as

O ¼ LsðSÞ þ �kLkðT Þ þ �pLpðPÞ; (10)

where S is the set of training sentences, T is the set of tri-
ples in the KB, and P is the set of pairs of sentence patterns
extracted from S and the relation path identified from T .
Noticeably, each sentence pattern may correspond to more
than one path, and we randomly select one for training in
each iteration. LsðSÞ, LkðT Þ, and LpðPÞ refer to loss func-
tion of sentence model, knowledge model, and path
model, respectively. Effects of external knowledge are con-
trolled by parameters �k and �p. Inspired by TransE,

Fig. 3. The network utilized in our model consists of four layers. It utilizes
the sentence vector as the input. The hidden layer contains a linear layer
and a TanH layer. The output is a k-dimensional vector.

7. The network is implemented with the help of pylearn2, which is
available at http://deeplearning.net/software/pylearn2/
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margin-based loss functions are utilized for these three
models,

LsðSÞ ¼
P

ðhs;s;tsÞ2S
P

ðh0s;s0;t0sÞ2S0

½Esðhs; s; tsÞ þ ��Esðh0
s; s

0; t0sÞ�þ;
LkðT Þ ¼

P
ðh;r;tÞ2T

P
ðh0;r0;t0Þ2T 0

½Ekðh; r; tÞ þ �� Ekðh0; r0; t0Þ�þ;
LpðPÞ ¼

P
ðs;pÞ2P

P
ðs0;p0Þ2P0

½Epðs; pÞ þ �� Epðs0; p0Þ�þ;

8>>>>>>>>><
>>>>>>>>>:

where ½x�þ denotes the positive part of x and � > 0 is a mar-
gin hyperparameter. S0, T 0, and P0 are sets of corrupted sam-
ples, and they are constructed by replacing the original
elementswith randomly selected ones. They are formalized as

S0 ¼ fðh0; r; tÞjh0 2 Eg[
fðh;0 r; tÞjr0 2 Rg [ fðh; r; t0Þjt0 2 Eg;

T 0 ¼ fðh0
s; s; tsÞjh0

s 2 Eg [ fðhs; s; t
0
sÞjt0s 2 Eg;

P0 ¼ fðs; p0Þjr 2 p0; r 2 Rg:

8>>><
>>>:

When it comes to optimization, stochastic gradient
descent (SGD) is employed to minimize the objective func-
tion. We have to learn parameters including embeddings
for entities, embeddings for relations and parameters in the
neural network. We also normalize embeddings of entities
and relations, after each parameter updating process. The
normalization effectively prevent the training process to
trivially minimize the objective function O by increasing
norms of entity embeddings and relation embeddings. After
training, the optimal entity embeddings, relation embed-
dings, and the neural network are obtained. Then TRANS-
FER could infer object entity given an SVO sentence with
the sentence model, i.e, ts ¼ hs þ fðsÞ. Entities around the ts
in the embedding space will be returned as candidates. It is
notable that, in the testing process, the sentence vector s is
obtained by the sentence to vector model [37]. The model
has been trained with sentence patterns in the training set.
The subject entity in the SVO sentence can be extracted via
NP chunking tools, e.g, OpenNLP8 or OIE tools, e.g,
Reverb.9 Since we do not focus on the entity extraction, we
will not detail these processes.

5 EXPERIMENTS

5.1 Data Collection

To verify our proposed TRANSFER model in the object
inference task, we constructed a dataset, including an SVO
sentence set extracted from Wikipedia and a corresponding
KB triple set extracted from Freebase. Wikipedia is the larg-
est online encyclopedia in the world. It is maintained by
crowdsourcing, and thus contains the largest amount of
knowledge described with natural language in the world.
Most existing KBs, such as Freebase, DBPedia, WikiData
and Yago, are constructed based on the content of Wikipe-
dia. Therefore, most entities mentioned in Wikipedia
articles can be easily retrieved in the KB. As a result, it pro-
vides us a great opportunity to build an SVO sentence

dataset from Wikipedia, which enables us to match subjects
and objects in sentences to entities in the KB. On the other
hand, Freebase is the largest KB in the world, and it contains
the most amount of knowledge triples, hence it is an opti-
mal choice for constructing the KB dataset. Moreover, we
expect the hidden relations described with natural language
can be represented with the combination of existing rela-
tions in Freebase. Since only SVO sentences are needed in
our experiments, several heuristics were developed to guar-
antee that the most sentences in our dataset are SVO senten-
ces, and their head and tail entities can be correctly linked
to KB entities. Now we describe the construction of the
dataset in detail.

The sentence set was constructed based on all sentences
from English Wikipedia articles. We first extracted all com-
plete sentences in English Wikipedia by removing all para-
graphs without any punctuation mark at the end. Since
interrogative sentences are not desired in this task, we also
removed the sentences ending with a question mark. In this
step, 45,018,770 sentences were obtained. In Wikipedia,
anchor links in articles point to Wikipedia entities, which can
be matched to the corresponding entities in the KB. So we uti-
lized these anchor links to match entities in the later proce-
dure. Because only SVO sentences are required in this task,
where each sentence contains at least one subject and one
object, all sentences in the sentence corpus should contain at
least two anchor links. We thus eliminated sentences contain-
ing less than two anchor links. This ensures that most senten-
ces in our corpus describe a relation between two entities.
After this step, half of the sentences were filtered out,
and 22,298,728 sentences were maintained in the dataset.
Next, we used ReVerb [47], a famous Open Information
Extraction (OIE) tool, to recognize SVO sentences that
describe a relation between two entities in the sentence. We
ran ReVerb on each sentence we obtained in the last process,
and all sentences without returning any entity pairs were
eliminated. Additionally, we discarded sentences with the
ReVerb confidence score of less than 0.8, in order to guarantee
the quality of the dataset. We havementioned that we need to
link subjects and objects to the KB, and anchor links in the
Wikipedia sentences can be correctly matched with entities in
the KB, in the light of this, we filtered the dataset again,
remaining these sentences that both two Reverb-extracted
entities are anchor text. These two extracted entities are
regarded as the head entity hs and the tail entity ts in the sen-
tence triple ðhs; s; tsÞ. Since we tried to ensure every sentence
in our corpus is a SVO sentence, the rule we employed are
extremely strict, so in this step, the most sentences were fil-
tered out, and only 94,741 sentences were remained. Though
a great many SVO sentences were filtered out with the strict
rule, the remaining ones are of high quality. After that, we
removed sentences containing sparse entities, appearing less
than three times in the corpus, together with the correspond-
ing sentences, to yield a dense dataset with 21,956 sentences.

Regarding the KB dataset, we generated a subset from
Freebase. We first linked extracted entities to Freebase. For
each entity, Freebase provides a link, pointing to the web
pages of Wikipedia if available. These url links are stored in
the “/key/wikipedia/en_title” value of Freebase entities. Since
a Freebase entity can be linked to one Wikipedia page at
most, we do not have ambiguous entity problem in our

8. http://opennlp.apache.org/
9. http://reverb.cs.washington.edu/
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experiment. However, word sense disambiguation module
is required in real applications and we do not mentioned in
this work. We then built a subset of Freebase, containing
those entities with more than 50 edges or that can be
matched to subject or object entities in the sentence corpus.
A larger KB dataset theoretically can bring more informa-
tion to the model, but it may also cost more time to learn the
embeddings of entities. Therefore, 50 is a trade-off between
the efficiency and the performance, which keeps about
10 percent (143,030,914) of Freebase triples in the dataset.
This makes the KB dataset smaller but denser. Following
that, we identified relation paths in the KB that link two
entities in each sentence by bidirectional search, and we
only counted up to four-hops in our data. Specifically, given
a subject entity and an object entity in a sentence, we enu-
merated all entities which can link to the object entity within
two hops, noted as Eobj, and recorded their corresponding
relation paths. We then enumerated all entities which can
be linked to from the subject entity within two hops, noted
as Esub, and recorded the corresponding relation paths. If
there exists an entity e belongs to Eobj and Esub simulta-
neously, we linked the subject and the object entity via
entity e. The method is efficient, and the time complexity is

OðN2Þ, where N is the average degree of entities. If we
could not find such an entity e, we deleted the sentence
from the corpus. Finally we got the sentence corpus with
18,751 sentences. It is worth noting that, in order to enrich

the relations, we also built an inverse relation r�1 for each
relation. For example, if there exists a triple ðAmerica;
President; ObamaÞ, we would build a new triple ðObama;

President�1; AmericaÞ as the inverse, where the relation

President�1 is the inverse relation of President. Lastly, we
removed all entities that are out of paths, and obtained a
subset of the KB comprising more than 140 million triples.
Table 2 summarizes our collected sentence corpus and KB.

In our experiments, sentence samples were divided into
two disjoint sets, 80 percent as the training set Strain, and
20 percent as the testing set Stest. All extracted KB triples were
used for training. For evaluation, we inferred the object entity
for a given sentence, i.e., ðhs; s; ?Þ, by removing the tail enti-
ties. This was accomplished by ranking the entity candidates
according to Eqn. (5) in the sentence model. Technically,
TRANSFER model is able to handle the problems of missing
object and subject by object � subjectþ sentence pattern
and subject � object� sentence pattern, respectively. How-
ever, in reality, users usually type sentences from subjects to
objects, and hence we only consider object inference in the
SAC task. Additionally, subject inference is justified by pro-
viding answer candidates for QA systems in Section 6.

5.2 Evaluation Metrics and Baselines

Two metrics were adopted: Hits@k (H@k) and Mean
Rank (MR) [4]. H@k is defined as the percentage of the test

sentences where the real entity appears in the top k candi-
dates. Specifically, k was set to 1, 3, 5, and 10 to evaluate the
performance in different conditions, and it measures the
performance of the top ranking candidates. The MR is the
average ranking position of the real entity in the result can-
didate list. Therefore, a good entity prediction should
achieve a higher H@k value or a lower MR value.

To verify the effectiveness of our proposed TRANSFER
model, we compared it with the following baselines, and
they can roughly divided into three categories according to
their applications, i.e., sentence auto completion, represen-
tation learning (RL), and question answering (QA):

� RNNLM (SAC) [27]. RNNLM is a state-of-the-art lan-
guage model, widely used in SAC tasks. it is imple-
mented with recurrent neural network with three
layers, i.e., an input layer, a hidden layer, and an out-
put layer. Words in sentences are sequentially feed
into the network for training and it utilizes the next
word as the label for supervision. In our experi-
ments, all sentences in the training set were
employed to train the model. As to the testing pro-
cess, words in test sentences are sequentially input
into the trained model and it returns the probability
of the next word. This model was trained with sen-
tences only, while KB information can hardly be
incorporated.

� LSALM (SAC) [1]. This method is a language model
based method, initially used for answering SAT sen-
tence completion questions. It involves semantic
similarity into the language model to enhance the
performance. It first obtains topic distributions of all
words with a topic model, e.g., LDA in our experi-
ments. Then it calculates the semantic similarity
between the candidate words and the sentence by
averaging similarities of the candidate word with
other words in the sentence. At last, the final score of
each candidate word is a linear combination of the
semantic similarity and the probability calculated
with language model. In our experiments we utilized
the RNNLM as the language model. In this method,
only co-occurrence information in the internal sen-
tence corpus is considered.

� UNT (SAC) [13]. UNT is an outstanding sentence
completion method in SemEval-2007. It leverages
knowledge resources to improve the accuracy of tra-
ditional language model. Specifically, this method
first extracts candidates according to knowledge
resources. The original work utilized WordNet syno-
nym sets, Microsoft Encarta encyclopedia synonyms,
Roget and synonym sets generated from bilingual
dictionaries as the knowledge resources. In order to
make the method much more appropriate to the ele-
ment inference task, we used the Freebase triples as
the knowledge resource. All KB entities related to
the subject entity were extracted as candidates. Then
language model was used to rank these candidates.
Similar as LSALM, we used the RNNLM as the lan-
guage model.

� Sentence Model (RL). This is the model described in
Section 4.3, which only considers the internal

TABLE 2
Statistics of the Internal Corpus and the External KB

Data # Triples # Ent. # Rel. Avg. Deg.

Sentence 18,751 5,793 – 6.47
KB 140,785,671 5,170,340 7,152 27.23
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sentence structure. Different from language models,
it represents each sentence pattern as a vector, so it
can describe global information of the sentence, and
hence capture the relation between the subject and
the object in the sentence.

� DistMult (RL) [43]. This is a joint embedding method,
which jointly embeds sentences and KB triples. Dif-
ferent from our method, it uses pre-extracted depen-
dency path from the head entity to the tail entity to
represent the relation between them, and a convolu-
tional neural network is used to embed the depen-
dency path into the vector space. The energy
function for knowledge triples and sentence triples
are represented as fðes; r; eoÞ ¼ vðrÞT ðvðesÞ � vðeoÞÞ,
where es and eo are head entities and tail entities,
respectively, and r is the relation or the dependency
path. Although it explores both the internal sentence
information and the external KB, relation paths
between entities are not considered.

� Embedding (QA) [20]. This is a sentence embedding
method, initially developed for question answering.
It represents questions and knowledge triples into a
vector space in the training process by minimizing
the similarity between the representation of the
question, and its corresponding knowledge triple. In
this model, the similarity between them is calculated
with Sðq; tÞ ¼ fðqÞTgðtÞ, where q indicates the ques-
tion, t indicates its corresponding KB triple, fðqÞ is
the representation of the question and gðtÞ is the
representation of the KB triple. It is notable that not
all sentences can be matched to a KB triple, thus we
only utilized the matched sentences in the training
set for training. In the testing process, given a ques-
tion, it ranks triples according to the similarity, and
then returns the tail entity as the answer.

� JointEmbed (QA) [21]. This is another embedding
method for question answering. This method jointly
represents relations in the KB and sentence patterns
into vector space by minimizing their similarities.
Specifically, the similarity is calculated with

Sðs; rÞ ¼ fðsÞTgðrÞ, where s is the sentence pattern, r
is the corresponding KB relation, fðsÞ is the represen-
tation of the sentence pattern, and gðrÞ is the repre-
sentation of the KB relation. The margin-based loss
function is utilized to train these representations. In
JointEmbed, not all sentence patterns can be
matched to existing KB relations, so we only utilized
the matched ones for training. Compared with

Embedding method, JointEmbed only learns repre-
sentations of KB relations rather than triples. As a
result, less variables are learned in this model, which
makes the model more efficient and concise than
Embedding method. In the testing process, it ranks
KB relations of the head entity according to the simi-
larity to the sentence pattern, then it searches the
answer entity with the KB query ðh; r; ?Þ.

5.3 Overall Performance

In our experiments, we heuristically set � ¼ 1, and k ¼ 50
following the experiment settings of TransE [4]. We also
explored different dimension k with 100, 200, 500, and
1,000, but higher dimension was not helpful to enhance the
performance. We thus set k ¼ 50 in further experiments to
guarantee the efficiency. Table 3 shows the performance
comparison between our model and baselines. Since the
answer entity are not always in the final result lists of UNT
method and JointEmbed method, the MR values are not
available for them. From the table, we can observe that: 1)
Methods integrating internal and external data (i.e., Dis-
tMult and TRANSFER) achieve better performance as com-
pared to those that consider only internal ones. This
demonstrates the effectiveness of incorporating external
knowledge in the task of object inference. 2) Our TRANS-
FER model consistently outperforms other baselines in
terms of MR and H@k. 3) Compared with traditional lan-
guage model based SAC methods (i.e., RNNLM, LSALM
and UNT), TRANSFER model achieves a remarkable
improvement. This is because language model based meth-
ods utilize a sequential method, which can hardly represent
the relation between the subject and object. In addition,
RNNLM and LSALM only consider the internal sentence
corpus. Even though UNT utilizes the external knowledge
to extract candidates, complex natural language descrip-
tions cause that those missing object entities are not always
directly linked to head entities, thus external knowledge do
not improve the performance in UNT model. In fact, the
external KB is able to alleviate the data deficiency problem
in TRANSFER model. 4) In contrast to DistMult, our
method obtains a significant improvement. This further jus-
tifies our second assumption: complex and hidden relations
can be effectively represented by relation paths in the KB.
This makes the representation of hidden relation much
more reliable and exploit more information in the KB. 5)
The better performance of our model compared to Sentence
Models signals that sentences can be better represented in
the semantic space by jointly learning the internal corpus

TABLE 3
The Overall Performance Comparison among Different Methods

Methods MR H@1(%) H@3(%) H@5(%) H@10(%) p-value

RNNLM (SAC) 1;770� 37 1:151� 0:14 2:230� 0:35 4:211� 0:72 5:693� 1:09 4e-9
LSALM (SAC) 1;341� 34 1:442� 0:14 3:582� 0:46 5:023� 0:87 8:696� 1:18 3e-9
UNT (SAC) - - 1:044� 0:08 1:928� 0:24 2:464� 0:55 3:294� 0:98 8e-9
Sentence Model (RL) 1;104� 38 1:403� 0:14 3:247� 0:39 4:813� 0:79 8:235� 1:51 1e-8
DistMult (RL) 998� 32 1:338� 0:15 3:023� 0:44 4:211� 0:79 9:854� 1:35 6e-8
Embedding (QA) 2;609� 35 0:235� 0:10 0:706� 0:33 0:941� 0:74 1:215� 1:33 9e-14
JointEmbed (QA) - - 0:704� 0:13 1:507� 0:38 2:245� 0:61 3:768� 1:19 2e-9
TRANSFER 776� 44 2:187� 0:21 5:556� 0:52 7:693� 0:98 11:925� 1:84 - -
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and the external KB. 6) Most existing embedding-based QA
methods (e.g., Embedding and JointEmbed) tries to trans-
late natural language questions into KB query, i.e., (h, r, ?),
however, most entity pairs described in sentences can
hardly be directly linked in the KB, and this is the main rea-
son that causes the poor performance of these two QA
methods. This also demonstrates the importance of describ-
ing hidden relations with relation paths in the KB. 7) Results
of pairwise significance tests on H@1 are all much smaller
than 0.025, which indicates that the performance improve-
ment of our model is statistically significant.

In general, the performance of all methods is very low,
this is because of the following two reasons: 1) The task.
Our task in this paper is to infer the object entity, rather
than to complete other syntax words in SVO sentences.
Thus the task is more difficult than traditional grammatical
component completion, as reasoning is required. 2) The
dataset. Sentences utilized in our experiments are much
more complex than previous datasets (e.g., WebQ). Particu-
larly, all sentences in previous datasets can find a direct
relation from the subject entity to the object entity because
complex ones are manually filtered out. However, in order
to demonstrate the contribution of relation path, a challeng-
ing dataset, with less than 20 percent of sentences can be
directly matched, is constructed in this work. This setting
makes experiments more close to real applications.

Fig. 4 demonstrates the iteration process of our model
over MR and H@10. We can see that it converges very fast
within 10 iterations. Additionally, our TRANSFER model
can infer an object within 0.074 seconds in the inference pro-
cedure. This demonstrates the efficiency of our method.

5.4 Robustness Analysis

In practice, some entities (subjects or objects) in SVO senten-
ces may never appeared before. To verify the robustness of
our model to cope with such scenario, we re-constructed
new training and testing sets. The idea behind this is that
each sentence in the testing set has at least one entity that
does not appear in the training set. To accomplish this, we
gathered all sentences, which have at least one entity with
the frequency of less than three times, as the testing set. The

remaining sentences are treated as training set. Thereafter,
we obtained a training set of 14,888 sentences and a testing
set of 3,863 sentences, where entities with less than three
occurrence frequencies are all allocated into the test set.

It is noticeable that the languagemodel basedmethod, i.e.,
RNNLM, LSALM, and UNT, are not suitable in such experi-
mental settings, as they cannot return the probability to an
unknown word. We hence did not compare with them. The
experimental results are presented in Table 4. From the table,
we observed that: 1) The performance of Embedding and
Sentence Models is very poor, close to random results. This
reveals that these twomodels are not robust at all to new sen-
tenceswith cold-start entities, without the assistance of exter-
nal knowledge. 2) With the incorporation of external KB,
DistMult and TRANSFER model achieve better perfor-
mance. Again, this demonstrates the necessity of external
KB. 3) The JointEmbed method does not utilize the embed-
ding of entities, hence the performance of this method has
less influence in this condition. 4) Our proposed TRANSFER
model substantially outperforms DistMult. This is because
our model is capable of simulating complex hidden relations
with the basic relations existing in the KB. This well links
internal and external data and enhances the representation
performance of hidden relations.

5.5 Component-Wise Validation

We also analyzed the effectiveness of different compo-
nents, Sentence Model (SM), Knowledge Model (KM), and
Path Model (PM), in TRANSFER when dealing with the
normal test and the robustness test, respectively. Experi-
mental results are presented in Fig. 5. We observed the fol-
lowings: 1) When there are sufficient training sentences
(Normal Test) and the representation of entities in the test
set have been well trained with training samples, SM plays
a leading role in the object inference task, but KM+PM is
unable to obtain a satisfactory performance without con-
sidering the internal corpus. 2) KM and PM can strengthen
the performance of pure SM, no matter in the normal test
or in the robustness test. When the KM and the PM are
both regularized with SM, the best performance enhance-
ment is obtained. 3) SM is unable to work well with

Fig. 4. The rate of convergence of TRANSFER model.

TABLE 4
Results of Robustness Analysis

Methods MR H@1(%) H@3(%) H@5(%) H@10(%) p-value

Sentence Model (RL) 2;878� 43 0:0� 0:0 0:044� 0:01 0:078� 0:02 0:129� 0:05 7e-7
DistMult (RL) 2;360� 52 0:387� 0:08 0:802� 0:14 1:398� 0:19 1:942� 0:27 4e-6
Embedding (QA) 2;865� 58 0:0� 0:0 0:052� 0:01 0:072� 0:02 0:133� 0:04 7e-7
JointEmbed (QA) - - 0:513� 0:03 1:313� 0:09 2:014� 0:14 3:116� 0:33 5e-2
TRANSFER 2;125� 74 0:537� 0:06 1:398� 0:15 2:198� 0:24 3:222� 0:37 - -

Fig. 5. Component influence in both normal test and robustness test.
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insufficient training sentences (Robustness Test) as illus-
trated in Section 5.4. Without the association of external
knowledge, internal corpus only can hardly tackle the
cold-start entities. Hence, in this situation, the performance
is dominated by the external triples in the KB. 4) KM+PM
gets the almost same performance in normal test and
robustness test. This is because this method learns the
emebddings of entities, relations and hidden relations
based purely on the KB triples; it does not rely on the rela-
tions between subjects and objects in the sentence corpus;
in other words, it is independent of training sentences.

5.6 Parameter Tuning and Sensitivity Analysis

In TRANSFER model, we have two key parameters as
shown in Eqn. (10), i.e., �k and �p. They respectively regu-
late the effects of knowledge and path models. The optimal
values of these two parameters were carefully tuned by grid
search between 0.05 to 1.0 with the step size of 0.05. The
parameters corresponding to the best MR were used to
report the final results. We observed that our model reached
the optimal performance when �p ¼ 0:15, and �k ¼ 0:45.
Fig. 6 illustrates the performance of our model with respect

to �p and �k, respectively. This is accomplished by fixing
one and varying the other. We can see that: 1) when fixing
�k and tuning �p, the MR value changes in a range of 745
between 776 and 1,521. 2) When fixing �p and tuning �k, the
MR value changes in a range of 223 between 776 and 999.
We concluded that the performance of TRANSFER model is
non-sensitive to parameters around their optimal parame-
ters It is notable that the performance of TRANSFER model
do not decrease significantly when set �p ¼ 0 or �k ¼ 0. This
is because that both knowledge model and path model can
involve external knowledge. More specifically, the knowl-
edge model enhances the performance of sentence model
by reinforcing the representation of entities, and the path
model boosts the performance by reinforcing the represen-
tation of sentence patterns. As the result shown in Fig. 5,
adding either knowledge model or path model into the sen-
tence model will obtain a performance enhancement, and a
remarkable improvement will be obtained if all these three
models are considered.

5.7 User Study

Finally, we comparatively validated the usability of our
model on SAC. To be more specific, we randomly selected
50 sentences from the testing set as described in Section 5.1,
and invited three volunteers to experience the SAC. For
each sentence, the volunteers were asked to freely compare
results of various SAC methods and provide their ratings
on each method. We adopted the following quantization
approach: 1 (poor), 2 (fair), 3 (good), 4 (very good), and
5 (excellent). The comparison results are shown in Fig. 7a.
We can see that TRANSFER is able to satisfy users’ experi-
ences and achieves the best performance. Three representa-
tive sentence examples are displayed in Fig. 7b to explain

Fig. 6. Performance of TRANSFER w.r.t. varying parameters.

Fig. 7. Results of user study and demonstration of selected examples.

TABLE 5
Three Main Factors May Cause Errors and Corresponding Selected Examples

Issue Examples

Sentence Constraints
Sentence: India defeated . . . in the first round at Bristol but lost to spain in Beckenham. (Romania)
TRANSFER Results: Europe, Egypt, Germany, England, France

Multiple Relations
Sentence: Tezpur has direct flights from . . . (Kolkata)
TRANSFER Results: Japan, Belgrade, Caracas, Mexico, Venezuela

Wrongly Extracted
Sentence Triples

Sentence: Fabian Almazan is a jazz pianist, composer, and film score composer born in Havana, Cuba,
and raised in . . ., Florida. (Miami)
Wrongly Recognized Head Entity:Havana
TRANSFER Results: Spain, Paris, Australia, Florida, California
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why TRANSFER gets better performance. The language
model based method, LSALM, explores more information
surrounding the missing words in the sentence, and hence
the returned words may be irrelevant with subject entities,
especially in complex sentences. Although the sentence
model is able to return some words relevant to subject enti-
ties, the data deficiency problem significantly degrades the
performance. By harvesting the triples in external KB, the
candidates returned by DistMult are almost in the same cat-
egory and are related to subject entities; however, the
description of hidden relations is not accurate enough. Tra-
ditional embedding based QA methods, i.e., JointEmbed,
performs well on simple questions, which can directly get
answers via KB query, but complex natural language sen-
tences cannot always be translated into simple KB query, e.
g, the third sentnece, so this method can hardly get good
performance stably. Finally, TRANSFER not only incorpo-
rates internal corpus and external KB, but is able to generate
complex hidden relation representation, hence it returns the
most relevant and accurate candidates.

Table 5 displays three examples to demonstrate the main
factors that may cause errors in TRANSFER model. The first
one is constraints in sentences. TRANSFER model repre-
sents the sentence pattern into the vector space. However
these constraints can hardly be utilized sufficiently to filter
out irrelevant entities. The second one is multiple relations.
Since TransE is utilized in TRANSFER model, and it cannot
address the 1-N, N-1, and N-N multiple relations well. In
order to solve the problem, more complicated models, e.g.,
TransR and TransH, were explored in the future. And the
last one is wrongly extracted sentence triples. Even though
we have set strict rules to guarantee the quality of sentence
triples in the data generation process, some limitations of
the existing OIE method can hardly ensure all extracted tri-
ples and recognized entities are correct.

6 APPLICATION: FINDING ANSWER CANDIDATES

FOR FACTOID QA

In this section, we applied the proposed TRANSFER model
to another real-world application, finding answer candi-
dates for factoid questions, in order to show the applicabil-
ity of subject inference of the proposed model. Factoid QA
system aims to answer fact-based natural language ques-
tions by providing named entities such as locations, peo-
ple, organizations as answers; and it has been deeply
researched for decades [48], [49], [50]. In recent years, with
the popularity of the large-scale KB, researchers started to
answer such questions by retrieving from the KB, and
returning a KB entity as the answer. The flow scheme is
illustrated in Fig. 8. Questions are first parsed to a question
topic word and a question relation. Because of the huge
size of current KB, it is quite inefficient to search on the
complete KB for possible answers. Thus, most knowledge
based factoid QA systems first select a set of answer candi-
dates around the question topic entity; it then performs
detailed analysis on these candidates based on the KB
query generated from the question relation, in order to
return the correct answer. Consequently, the best perfor-
mance of these systems are determined by the quality of
these answer candidates. Most of the prior efforts simply
utilized these entities around the topic entity, i.e., one-
hop [21], [22], [23], [51] or two-hop [52], [53], as candidates.
These work performs well when dealing with simple fac-
toid questions, however, they may get a lower recall when
face with the complex questions; because relations
described in these questions are usually beyond two hops.
Consequently, correct answers cannot be included in these

Fig. 8. Flow scheme illustration of knowledge based factoid question
answering systems.

TABLE 6
Illustration of Original Sentences and Their Corresponding Questions

Original Sentences Questions Answers

Spinach, along with other green leafy vegetables, is
rich in iron.

Which vegetable, along with other green leafy vegetables, is
rich in iron?

spinach

Bactria was the birthplace of Zoroastrianism. Where was the birthplace of Zoroastrianism? Bactria
Belgium also has a strong reputation in motocross. Which country also has a strong reputation in motocross? Belgium
In 1558, Akbar took possession of Ajmer, the aperture
to Rajputana.

In 1558, who took possession of Ajmer, the aperture to
Rajputana?

Akbar

Peru has the fourth largest area of rainforest in the
world.

Which country has the fourth largest area of rainforest in the
world?

Peru

Tektronix was the largest private employer in Oregon
until the late 1980s.

Which company was the largest private employer in Oregon
until the late 1980s?

Tektronix

Fig. 9. Performance comparison among different methods on answer
candidate selection.
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candidates. In order to solve the candidate selection prob-
lem in factoid QA systems, we applied the TRANSFER
model to the candidate selection module.

We randomly selected 250 sentences from the test set,
and manually constructed questions based on these senten-
ces by asking what is the subject in the sentence. Several
examples of these questions and their original sentences are
listed in Table 6. Since we focus on answer candidate selec-
tion, we provide these question topic entities for these ques-
tions, which are the object entities in original sentences.
Since factoid questions can be convert to sentences without
subject entities (e.g., the question “Where was the birthplace
of Zoroastrianism?” can be convert to “. . . was the birth-
place of Zoroastrianism.”), the answer candidate selection
task is considered as the subject inference task. Therefore,
we utilized subject � object� sentence pattern to infer
answer candidates. The H@k metric was utilized to evaluate
the performance, where k was selected from 1 to 20. We
compared our TRANSFER model with traditional one-hop
methods, which were widely used for candidate selection in
previous works. Those baselines used in object inference
task were also compared in this experiment. The results are
shown in Fig. 9. From the results, we have the following
observations: 1) Only 10.6 percent of these questions can
find the correct answers within one-hop relation around the
topic entity. The value is similar as the H@10 of TRANSFER
model. Considering that the average degree of our KB data-
set is about 27, the one-hop method will return about 27
answer candidates for each question on average. However,
to achieve the same accuracy, TRANSFER model only
needs to return about 10 answer candidates. It thus pro-
vides more efficient method for later selection process. 2)
Due to the limitation of one-hop candidate selection
method, JointEmbed method can hardly achieve good per-
formance. In addition, we explored a larger k value to
inspect the upper bound of this method. It is interesting to
find that this method obtained its best performance of 10.6
percent when more than 80 candidates were provided.
This demonstrates that the candidate selection method
determines the best performance of QA systems, and
naively use one-hop methods cannot always get better per-
formance. 3) Compared with other baselines, TRANSFER
model stably outperforms them from H@1 to H@20. This
demonstrates the stability of the TRANSFER model in dif-
ferent conditions, and the applicability of the TRANSFER
model in various applications.

A case study was conducted to analyze why TRANSFER
surpass traditional candidate selection methods. Several
examples are listed in Table 7. Two facts mainly accounted
for the failure of traditional candidate selection methods,
according to the observation in our dataset. The first is the

cold start entity problem. The first three questions demon-
strate this problem. Relations described in these questions
are simple and can be matched to existing relations in the
KB. However, topic entities or answer entities are rarely
mentioned in the KB triples. Thus the relation between the
topic entity and the answer entity can hardly be linked via
directed edges. However, TRANSFER model solves this
problem by hidden relation assumption. It is capable of link-
ing entities in the KB via hidden relations, and the missing
relations are successfully fulfilled in the semantic space. The
second fact is the complexity of relations described with nat-
ural languages. There are finite types of relations in the KB,
while infinite types of relations exist and can be described
with natural languages. The last question in Table 7 illus-
trates this condition. The relation “the liquid version of” is
complex and cannot be directly matched with existing
relations in the KB, but it can be simulated with the relation
path “Type� Strict Included� Included�1� Type�1” from
“hydraulics” to “pneumatics”. This demonstrates the effec-
tiveness of modeling relation paths in enhancing the embed-
ding performance.

7 CONCLUSION AND FUTURE WORK

This paper presents a novel representation learning model
for sentence completion. It jointly unifies sentence structure
in the internal corpus, relation triples in the external KB,
and hidden relations in sentences into the same semantic
space. In the light of this, external knowledge can be incor-
porated into sentence completion model to alleviate the
data deficiency problem. Extensive experiments on a real-
world dataset demonstrated the effectiveness and efficiency
of the proposed method, and user study has shown that our
approach greatly meets user expectations. Furthermore, we
successfully applied the TRANSFER model to select answer
candidates for factoid questions, which demonstrates the
applicability of the model.

In the future, we plan to strengthen our model from the
following aspects: 1) We will distinguish relation paths for
given hidden relations to reduce the impact of noisy paths.
2) We will explore more effective neural networks to better
represent hidden relations. 3) Beyond TransE, we will inves-
tigate other knowledge representation models, such as
TransH and TransR, for TRANSFER model.
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